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EXECUTIVE SUMMARY

In 1985, the Medical Research and Evaluation Facility (MREF)
developed a stancdardized first-stage screen (MREF Protocol 21, May 1985) to
compare liquid or powder experimental decontaminants against the
dual-component M258A1 skin decontamination kit for their effectiveness in
mitigating the toxic effects of percutaneous exbosure to organophosphate
chemical surety materiels (CSM). The testing protocol calls for strict
standardization of methods, materials, and agent doses across the individual
screening tests that are spread out over a multi-year time frame. A
cencurrent standard decontaminant group is included in each individual test of
the experimental decontaminants. Thus, a considorable data base is amassed
over time pertaining to the standard decontamination procedure results.

A principal objective of this report is to describe and illustrate

. statistical methods for the incorporation of the historical data accumulated
on the standard decontaminant results to enhance the statistical sensitivity
of individual comparisons between the standard and experimental
decontaminants. The basic idea is that the historical levels and variability
of the standard decontaminant test results can be used to predict a likely |
range for the concurrent standard decontaminant test results. This
information can be incorporated into the concurrent test procedures. The
tradeoff in using this historical information is that the test procedure will
be more sensitive if concurrent results fall within the range of the past
results, but may perform worse in terms of the Type 1 error being too large or
too small than a test that ignores the historical information if the
concurrent standard decontaminant response level is substantially discrepant
from the distribution of historical response levels, For this reason, the
test procedure recommended in this report compares the experimental
decontaminant response rate to a weighted average of the concurrent standard
decontaminant response rate and the historical rate. The weight associated
with the historical rate increases as the observed time to time variability in
the historical data decreases and as the agreement between the concurrent rate

and the historical average rate increases,
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Several additional statistical aspects of the screen are also
discussed. Control chart procedures are suggested to detect drifts over time
or sudden jumps in the standard decontaminant responses rates. In the event
the control charts indicate that the LDy for the standard decontaminant has
shifted, pfocedures are presented for carrying out studies to update the LDg,.
These procedures are designed to conserve experimental résources. The dose
allccation for the LDy, studies is carrfed out in a stagewise, adaptive
fashion. The dose selection for each stage of the design is based on the test
results from all previous stages. It is designed to accommodate unanticipated

“aspects of the dose-response relation. The stagewise, adaptive dose-
allocation strategy 'introduces a number of nonstandard considerations that
necessitate the use of specialized dose-rasponse modeﬁ‘fitting procedures.
Specialized probit analysis model fittiné procedures, based on nonlinear
regression analysis, are discussed and illustrated by example,
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LETHALITY RATE ESTIMATION AND TESTING PROCEDURES

1.0 INTRODUCTION

In 1985 the Medicai Research and Evaluation Facility (MREF)
 developed a standardized first stége screenihg test entitled "Assessment of -
Liquid or Powder Decontaminants Against GD, Thickened GD, and VX Administered
Topically to Rabbits“'(MREF Protocol 21, May 1985) to compare liquid or powder
experimental decontaminants against the dual-component M258A1 skin
decontamination kit for their effectiveness in mitigating the toxic effects of
percutaneous exposure to organophosphate (OP) chemical surety matericiz (CSM).
The standardized screen is based on a lethality endpoint in laboratory albino
rabbits. An essential aspect of this testing protbcol is the strict
standardization of methods, materials, and agent dose levels (LDg, doses
associated with standard decontamination procedure) that are used to screen
numerous exper1mental decontaminants throughout a time period ‘extending over
multiple years.

' ~ Each test decontaminant is necessarily evaluated in the first-stage
screen using just a Timited number of animals (n = 24); a similarly small
group of standard decontaminant animals (n = 24) is tested concurrently with
the experimenta] decontaminant animals. It was recognized by MREF personnel
in 1985 that a considerable data base would be amassed over time pertaining to
the lethality rates associated with the standard decontamination procedure.
This historical information can be incorporated into the efficacy comparisons
with the experimental decontaminants to considerably increase the statistical
.sensitivity of these comparisons.

| Initial statistical methods were adopted in 1985 to make use of the

historical information. The agent dose for the screening test was set on the
basis of an extensive LD study with standard decontaminant animals; the
nominaf standard lethality rate is thus 50 percent.. The lethality rates
observed iﬁ the concurrent standard decontaminant animals were compared to
this nominal 50 percent value. If the concurrent lethality rate differs from
the nominal by more than three standard deviations, then the concurrent test
is considered suspect and both the standard and expérimental decontaminant
tests are repeated. If the concurrent lethality rate is within three standard




deviations of 50 percent, the experimental decontaminant lethality rates are
compared to a fixed 50 percent standard. If the concurrent standard
decontaminant lethality rate is between two and three standard deviatigns
above the nominal, the experimental decontaminant lethality rate is also
compared to the concurrent standard decontaminant lethality rate. The
experimental decontamination procedure is declared tc be inferior to the
standard procedure if the observed lethality rate amorg the experimenta
decontaminant animals is statistically significantly greater (P = 0.05) than
0.5 (and the concurrent standard decontaminant lethaiity rate in those
instances when it is compared to the concurrent standard also).

The preéent statistical procedures thus compare the experimental
decontaminant lethality rate either to the concurrent standard decontaminant
lethality rate or to a fixed 50 percent standard. This is an ail or ndthing
procedure, with a discontinuity in the decis‘on point. The current work was
undertaken to build on these ideas and to refire them to arrive at a procedure
which allows for compromises between the all or nothing use of the historical
data. Under the updated procedure, the experimental decontaminant lethality
rate is compared to a weighted‘average of the concurrent standard
decontaminant lethality rate and the historical lethality rate. The weight
associated with the concurrent standafd lethality rate increases as thI
variability in the concurrent rate decreases (i.e., as more concurrent|enimals
are tested), as the observed time to time variability in the historica
standard lethality rates increases, and as the agreement between the
concurrent rate and the historical rate decreases.

The updated procedure is based on the assumption that the historical
standard Jethality rates for individual tests are completely randomly ’
distributed about an overall lethality rate, with no shifts or systematic
drifts in the rates. Control chart methods are recommended as the
surveillance prccedure to monitor the validity of this assﬁmption. If a shift
or a systematic drift over time is detected in the historical standard
decontaminant jethality rates, the data from the far past should be excluded
and only the more recent past data should be used to form a historical|average
standara lethatity rate, to be averaged with the concurrent standard lethality
results. While specific procedures for the elimination of data from the

—




historical data set are not provided, the control chart procedures described
in this report can be employed to determine when a change in the overall
lethality rate has occuwrred, indicating the need for elimiration of data from
the historical data set. '

It is also necessary to establish appropriate methods for
redetermining an agent LD,y dose for standard decontaminant protected animals
for the case when the ongoing surveillance procedure detects a significant
shift in the standard decontaminant lethality rate, signaling a corresponding
significant shift in the LD level. The LDy determination procedure in the
current version of MREF Protocol 21 (May 1985) calls for using a minimum of
three replicates with 40 animals per replicate to determine the LD,. If
insufficient numbers of groups are obtained with observed lethality rates
strictly between 0 and 1, then additional replicates may be required. Thus,
200 or more animals might be used to determine an LDy value and associated
confidence limits. | ' ' '

Frocedures have been developed in conjunction with work carried out
for MREF Tasks 85-18 and 87-34 to estimate the LDgy with acceptableﬁpreciéion
based on many fewer. animals. To azcomplish this, it is necessary that the
test animals be distributed among appropriate percentiles of the dose-response
distributions for that agent and treatment regimen. These dose-response
distribution percentiles should be centered around the true LDgg dose, with
sufficient spread that the dose-response distribution slope may be determined.
Since the dose-response relationships are either a priori unknown or just‘
partially known based on historical data, the allocation of animals to agent
doses is made in a stagewise, adaptive fashion as more and more information
about the current dose-response relation becomes available.

The methods developed here should be considered as modifications,
refinements, and improvements to the methods that have been used in
conjunction with the previous MREF Protocol 21 screening program. The pasic
methodological concepts and approaches have remained unchanged. '

| Statistical problems occurring in the first-stage screening test are
addressed in this report. The first problem, addressed in Section 2.0, is the

development of a test procedure for comparing each experimental decontaminant
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with the standard decontaminant. Computer programs to implement the
recommended methods have been developed and are documented in Appendices A
and B. ' ,

The second problem, addressed in Section 3.0, is the development of
control chart procedures for monitoring the standard deccntaminant lethality
rates over time. Section 4.0 addresses the problem of comparing the standard
decontaminant lethality rates observed in replicate subsets of the concurrent
test. The results of the comparison determine whether these replicates can be
pooled to arrive at an overall concurrent lethality rate, and if not which
replicates differ from the otherc,

Section 5.0 addresses the problem of r-determining an LDy, dose
level. It discusses proceduras and associated ¢ mputer programs to carry out
stagewise, adaptive dose allocation designs when redetermining the LD,. It
also discusses specialized probit analysis model fitting procedures, based on
nonlinear regression analvsis, for updating the estimated standard
decontaminant dose-response distribution following each stage in the LD,
study.

2.0 THE TESTING PROB.EM

Each time a first-stage screening test is performed for a set of
experimental decontarinants, observed lethqlity rates at the standard
fecontaminant LDy dose are o-tained for the standard decontaminant ard for
‘ach of the experimental deccntaminants, based on a limited numher of
laboratory albino rabbits (ncminally 24 animals for each decontaminant). A
statistical model for the lethality data associated with the standard and
rxperimental decontaminants is aeccribed in Section 2.1 and the testing
problem is stated in terms of the parameters of this model. Recommended
testing procedures are developed in Section 2.2 and are charicterized in
“ecticn 2.3.




2.1 Statement of the Testing Problem

Each time a first-stage screen is performed for a set of
experimental decontaminants, a limited number (n,) of animals receive the
standard decontaminant treatment and a nominal LDy dose of agent.  Also,
limited numbers of animals receive each of the experimental decontaminant
treatments and the same nominal LDy, dose of agent deterwined for the standard
decontaminant. Each expérimental decontaminant is compared to the standard
decontaminant in a separate statistical test. Thus, without loss of
generality, assume that there {s only one experimental decontaminant beind
tested; denote the number of animals receiving this experimental decontaminant
by n,. ' 4 _
The number of lethalities obtained with the standard decontaminant
(x) is assumed to have a binomial distribution with n, trials and success
probabtlity p,, where

arcsin(ip,) = arcsin(ip.) + &. , (1)

4o 1s the long-term lethality rate for the standard decontaminant and § is a
- random (block) effect associated with this particular first-stage screening
test. | ‘

The number of lethalities for the experimental decontaminant (x,) is
assumed to have a binomial distribution with n, trials and success probability
p,, where ‘

h

arcsin(ip,) = arcsin(ig,) + 8. ‘ (2)

@, 1s the lonqg-term lethality rate for the »xperimental decontaminant and § is
the same randem (block) »ffect as for the concurrent lethality rate[ p..
The random effect term § is included in the wodel to account for
'hase snurreg of sxperimental variation that simuitansously affrct the true
“othality rates for all the standard and experimental decontaminants that are
racted 4t the same time. [t is assumed that & is distributed as a mixture of

'we cormal distributions:  a normallﬂ,mg’) distrihution with probapility |-e
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and a normal(0.0g?) distribution with probability e. Selecting small values
of gg’ and e and a larger value of gg? provides a model that results in small
values of § the majority of the time, but also allows for an occasionally
large random effect. This reflects the situation where, on most occasions,
the true lethality rates are close to their long run average values but on
infrequent occasions may differ considerably from those long run values.

The arcsih-square root transformation is utilized in the models for
pe and p, in anticipation of applying the same variance-stabilizing
" transformation to the observed lethality rates. Let r, = x./n, and r, = x,/n,
denote the observed lethality rates for the standard and experimental
‘decontaminants, respectively. Also, let g.? denote 0.25/n, and o, denote
0.25/n,. For the purpose of deriving a test statistic for comparing the
standard and experimental decontaminants, it will be assumed that the
conditional distribution of arcsin(ir,) given s is approximately
normal{arcsin(ip,),0.25/n,) or normal(arcsin(iu.)+6,0.2). Similarly, it will
be assumed that the conditional distribution of arcsin(ir,) given § is
approximately normal(arcsin(ip,),0.25/n,) or normal(arcsin(ip,)+6,0,%).

The purpose of the first-stage screen is to eliminate those and only
those experimental decontaminants frcm consideration that are obviously
inferior to the standard decontaminant. The problem is to test the nutl
hypothesis Hy: 4y § 4, versus the alternative H;: u, > u. and to fail the
experimental decontaminant if the null hypothesis can be rejected in favor of
the alternative that the experimental decontaminant is inferior.

2.2 Recommended Testing Procedures

Before beginning the development of a test procedure, we must first
determine the criteria that the test must satisfy. Consider the criterion
that “the test must have a (conditional) significance level of a = 0.05,
conditioning on the value of the random effect § at the time the screening
test is performed”. [f the significance level a = 0.05 is to be attained for
avery individual realization of §, then § is being treated as a fixed nuisance
sarameter and so the information concerning the random behavior of § cannot be
15ed. Lehmann (1359) indicates that the standard two-sample test is best in
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this situation. However, the two-sample binomial test. does not make use of
the historical information available concerning the fluctuations of &, and

'therefore, it is not fully efficient. For this reason, the above criterion

was not pursued.

Consider the alternative criterion that “the test must have a
(unconditional) significance level of a = 0.05 where the random nature of § is
factored into the significance level” and assume that the null hypothesis will
be rejected if arcsin(ir,) > k, where k is a critical value to be determined.

This formulation adopts a random effects viewpoint. Namely, '
hypothesis tests to compare concurrent standard and test decontamination
procedures will be carried out numerous times throughout the course of the
screening program. The random (block) effect § will vary across these tests
according to a probability distribution, which can be estimated based on

‘historical data and which is discussed below. [f we select a test at random

from the "population” of such tests, we wish that it has specified Type 1
error level a (e.g., @ = 0.05). If § varies regularly and randomly across
tests, then this formulation permits us to utilize the information about the
standard decontamination procedure lethality rates observed in the previous
tests to obtain a more precise estimate of the current standard '
decontamination procedure 1ethélity rate. This, in turn, results in increased
sensitivity of the current test of hypothesis to compare the response rates of
the current standard and experimental decontamination procedures, relative to
what would be obtained if the historical data were ignored. '

The price for this is that this test procedure may perform more
poorly (e.g., in terms of significance levels that are too large or too small)
for values of § that are substantially discrepant from past values. The
variable weighting scheme proposed in this report accounts for the possibility
of occasional values of § that are somewhat dixcrepant from historically
observed values. -

Since the distribution of r, does not depend on 4, (the parameter
about which ve are making an inference), the principal of conuitionality
implies that k should be determined from the conditional null disu; . ~ution of
arcsin{ir,), qgiven r_. Oenote this conditional null distribution by
Flarcsin{dr,)|r.). Then k should be set equal to Fyglarcsin(ir,)|r,), the



8

100(1-a)th ﬁercentile qf the conditional null distribution. Since the
conditional significance level is equal to a for each value of r., the overall
marginal significance level is exactly a. However, the conditional (on §)
significance level is a functicn of &, which can be significantly greater than
a for values of § beyond the primary support of the assumed probability
distribution of §, although such values of § should occur only very rarely
based on the previous history of the screen.

Consider first the special case when ¢ = 0, so that § is
.normal(0,05°). Then, under the null hypothesis that s, = 4, F(arcsin(ir,)|r.)
is approximately normal(u,,0,’), where

pe = arcsin(iu,) + w (arcsin(ir) - arcsin(ig,)) (3)
= (1 - w) arcsin(ip,) + w arcsin(ir,),
2

gt = a2 +wal, (4)

and :
w o= ogl /| (05 + 0l). : | (5)

Equation (3) demonstrates that the mean u, is a weighted average of the
transformed long-term lethality rate for the standard decontaminant
(arcsin(iy.)) and the transformed observed lethality rate for the standard
decontaminant based on the concurrent control animals. Note that the weight
given to the current’y observed lethality rate increases as the variability of
the random effect § (q&z) increases and as the variability of the transformed
observed lethality rate for the standard decontaminant (af) decreases.
However, the weight does not depend on r.,. _

Thus for € = 0, the critical value is k = ug + 1.645 o4. The
critical region arcsin(ir,) > k employing this critical value satisfies the
criterion stated at the heginning of this section. However, for large values
of |6|/0s, the conditional (on §) significance level can be as large as 1.

. Such values of the ratio are highly unlikely under the assumption that € = 0,
yet they are of coinsiderable concern in the development of the hypothesis
testing procedure. This suggests that a single normality assumption for § may
rot reflect the true state of prior feelings about the performance of the test




system. - It is for this reason that we have chosen to assume that § is
distributed as a mixture of two normal distributions with £ > 0. Such a model
allows for the occurrence, on infrequent occasions, of more extreme values of
& than would be predicted by a simple normal distribution model.

Under the mixture model, the random variable § can be written as .

6= (1-1) Y, + 1Yy, (6)

where 1 has a binomial distribution with 1 trial and success probability e and
Y, and Y, have independent rormal(0,05°) and normal(0,05?) distributions.
Then the conditional distribution of I given r. is binomial with 1 trial and
success probability

€' = eR/ (1 - e+ €R), ' (7)
where

.- ¢(arcsin(irc);arcsin(mc),'::31’4»0:2) , @)
plarcsin(ir);arcsin(ip,),05°40.%) .

#(x;u,0%) is the normal density function with mean s and variance o? evaluated
at x. Further, F(arcsin(Jr;)]rc) is a mixture of two normal distributions: a :
normal(u,,042) distribution with probability 1 - €' and a normal(s,,q,?)
distribution with probability €*, where

p, = arcsin(ip,) + w, (arcsin(ir,) - arcsin{ip.)) (9)

= (1 - w) arcsin(ip.) + w, arcsin(ir.),

a|2 = 7.2 + "'i UCZ' Lo \1 )

W= 05/ (057 + 0 2). (1)

The critical value k is then the 35th percentile of this mixture distribution
and the recommended test procedure is to reject the null hypothesis H,:
4, S s in favor of the alternative H;: pu, > p,, if arcsin(ir,) > K.
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The critical value k can be determined in an iterative fashion,
starting with kg = g + 1.6450, where p = (1-€’)p, + €'py and 0 = (1-€’)g, +
€'0,. The ith iterative solution (k;) can be expressed as a function of the
previous solution (k;,) as follows: ‘ - e

ki = ki + (0,95 = F(kiy|r)) / flkyrd, (12)

where | ' | ‘
Flkinyfre) = (1-€') @ (ki ing.0y7) + € @(kiyipyo?), - (13)
fkiy[re) = (1-€°) $(ki1iBg.0y?) + € Pk yipy 02, (14)

®(x;p,0%) is the cumulative normal distribution function with mean 4 and
variance o? evaluated at x, and ¢(x;p,0?) is the normal density function with
mean p and variance g% evaluated at x, The iterative process should be
continued until F(ki|rc) is sufficiently close to 0.95.. ,

It should be noted that, under the mixture model, the relative
weighting of the concurrent and historical standard decontaminant responses
depend§ on the value of r.. The farther r_ is from 4, the larger is R. This
implies that increasingly more weight is given to the normal (s,,0,%)
distribution, which in turn implies that increasingly more weight is given to
the current r, in the determination of the concurrent standard decontaminant
responsa rate.

Based on a limited examinition of the information available to
support a selection of the parameters €, og, and og, it is recommended that’
the values € = 0.1, g5 = 0.1, and o5 = 0.4 be used initially. It should be
noted that the primary reasons for the selection of these values are that they
are consistent with the historical datdbase and they appear to provide a test:
procedure with desirable overall properties as illustrated in Section 2.3.
Fufther work must be performed to develop a procedure for the selection of
test procedure parameters, allowing these parameters to vary with the agent
and test system. The fcllowing example illustrates the use of the procedure
for n, = n. = 24 and 4. = 0.5. |
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Suppose we have n, = n_ = 24, x_ = 0.5, € = 0.1, o5 = 0.1, and
g5 = 0.4. Then:

arcsin(ip.) = #/4 = 0.7854

2 - ¢(arcsin(ir.);0.7854,0.1704)
f(arcsin(irc);0.7854,0.0204)

-€¢* = 0.1 R/(0.9 + 0.1 R)
= R/(9 + R)

wg = 0.01/0.0204 = 0.4898
w, = 0.16/0.1704 = 0.9389
Bg = 0.7854 + 0.4898 (arcsin(ir.) - 0.7854)
Ax = (0.7854 + 0.9389 (arcsin(ir.) - 0.7854)"
. 0,2 = 0.0104 + 0.4898 (0.0104) = 0.0155
gg = 0.1246 o
0, = 0.0104 + 6.9389_(0.0104) = (0.020197
g, = 0.1421

Values of R, e*, p0, ul, k, and sin?(k) are listed in Table 2.2.1 for various
values of r.. Either of the last two columns of Table 2.2.1 can be used to
easily carry out the procedure by rejecting the null hypothesis Hy: g, S g,
in favor of the alternative H,: g, > u. if arcsin(ir,) > k or if r, > sin?(k).

2.3 Characterization of the Testing Procedures

In this section, we characterize and compare the performance of the
recommended test procedure with that of the current test procedure and the

standard two-sample binomial test procedure. The current test procedure
involves the following steps:
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TABLE 2.2.1. EXAMPLE CALCULATIONS FOR THE PROPOSED TEST PROCEOURE -
| WITH n, = n_= 28, g, = 0.5, € = 0.1, g5 = 0.1, | .
AND 061 = (0.4 . i
r. R € PR by k sin? (k)
0.00 206,026.54 1.00  0.40  0.05 0.28 0.08 o
0.10 35.62  0.80 0.56 0.35 0.67 0.38 4
0.20 3.22 0.26 0.63 0.48 0.82 0.53 ;
0.30 © . 0.86  0.09 0.68 0.59 0.89 0.60
0.40 0.43  0.05 0.74 0.69 0.94 0.65
0.50 0.35  0.04 0.79 0.79 0.99 0.70
0.60 0.43  0.05 0.83 0.88 1.04 0.75
0.70 0.86  0.09 0.89 0.98 1.11 0.80 »
0.80 3.22  0.26 0.94 1.09 1.23  0.89 :
0.90 35.62  0.80 1.0l 1.22 1.44 0.98 e,
1.00 206,026.54 - 1.00 - 1.17 1.52 1.57 1.00 B
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(1) Calculate the trigger statistic
Z = (re-pe)/ (g (1-p)/n) 2. | (15)
(2) If'Z ¢ 2, ca]culate.the.teét‘statistic

Ty = (repe) /(e (1-pc) In,) V2 (16)

and reject the null hypothesis Hy: p, $ p. in favor of the
alternative Hi: g, > . if T, > 1.645. |

(3) If 7> 2, calculate the test statistic

(17)

1/2

and reject the null hypothesis Hy: 4, S s, in favor of the
alternative Hy: g, > p. if T, > .

The standard two-sample binomial test procedure is based on the test statistic
T, defined above regardless of the value of the trigger statistic and the null
hypothesis Hy: 4, < 4. is rejected in favor of the alternative H;: g, > p. if
T, > 1.645. '

In Tables 2.3.1 and 2.3.2, the three tesf procedures are .
- characterized in terms of the probability of rejecting the experimental
decontaminant under the assumption that y. = 0.5. In Table 2.3.1, the tabled
values are the exact conditional probabilities (x 1,000) of rejecting the
-experimental decontaminant conditioned on the value of the lethality rate (p.)
in effect at the time of the test. The input parameters used for the
recommended procedure are g5 = 0.1, € = 0.1, o5 = 0.4. It is assumed that
“nt =n. =24 and ». = 0.5. |
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TABLE 2.3.1 CONDITfONAL PROBABILITIES (x 1,000) OF REJECTING
EXPERIMENTAL DECONTAMINANT FOR SPECIFIC VALUES
OF p, AND p, ASSUMING THAT n, = n_ = 24 and
= 0.5

Be

P
4 .
* 0.1 0.2 0.3 0.4 0.5 0.6- 0.7 0.8 0.9
0.5 062* 018 011 018 042 091 158 178 156

000° 000 000 002 031 155 249 106 056
055¢ 056 057 054 056 054 057 056 055

0.6 161 069 065 104 194 327 452 489
- 000 000 002 032 186 458 426 276
250 219 189 184 184 189 219 250

0.7 340 215 235 344 515 696 803
000 002 032 - 192 547 750 623
569 475 427 423 427 475 569

0.8 579 - 481 542 695 852 947
002 032 192 564 884 886
826 733 702 702 733 826

0.9 810 770 842 939 989
032 192 565 909 981
951 909 900 909 951

Top valu% is for recommended test procedure (g5 = 0.1, € = 0.1,
o5 = 0.4

Middle value is for current test procedure

Bottom value is for twe-sample binomial test procedure

o

<




15

TABLE 2.3.2. UNCONDITIONAL PROBABILITIES (x 1,000) OF REJECTING
EXPERIMENTAL OECONTAMINANT FOR SPECIFIC VALUES OF
4y, AND VARIOUS DISTRIBUTIONS FOR THE RANDOM EFFECT
0 WITH g5 = 0.4 ASSUMING THAT n, = n, = 24 and

Fc’os
" e=( € = 0.05 €=0.10 g-o.zd
O5e " 05 , os | 7S

b
* 0 0.05 0.10 0.20 0.05 0.10 0.20 0.05 0.10 0.20

0.5 042° - 051 057 074 055 059 077 066 068 082
© 031 043 064 074 . 047 067 C72 049 063 068
056°¢ 055 053 053 05¢ 051 054 054 054 0S3

0.6 194 195 207 222 202 212 223 208 224 233
186 197 210 192" 192 207 190 189 193 182
184 179 188 182 175 181 179 168 ' 183 181

0.7 515 515 504 483 511 505 492 508 508 495
- 547 510 468 385 499 451 379 471 436 359
427 424 429 425 419 427 425 413 418 418

0.8. 852 835 823 779 235 815 787 829 816 784
884 821 752 612 801 732 608 765 711 593
733 725 732 720 725 722 719 712 718 - 709

0.9 989 984 980 966 982 978 965 979 972 965
981 955 936 837 940 918 825 896 880 809
951 944 942 924 938 937 917 921 918 911

Top va]u3 is for recommended test procedure (q& = 0.1, € = 0.1 o
Uﬁ"‘oa . " f
®Middle value is for current test procedure ‘ ‘
“Bottom value is for two-sample binomial test procedure
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‘The values in Table 2.3.1 for 4, = 0.5 are the conditional
probabilities that an experimental decontaminant with the same lethality rate
as the standard decontaminant would be rejected (false rejection rate) in a
particular screening test for various values of p.. Note that the two-sample
binomial test procedure has a relatively constant false rejection rate for all
values of p.. The false rejection rate of the current test procedure
decreases rapidly as n, becomes smaller than 0.5 and increases rapidly as p,
goes from 0.5 to approximately 0.7 and then decreases as p_ goes from
approximately 0.7 to 0.9. The false rejection rate for the recommended test
procedure follows the came pattern as that for the current test procedure but
with less rapid increases and decreases. The remainder of Table 2.3.1
illustrates that the current and recommended test procedures have better
conditional power relative to the two-sample binomial test procedure for
values of p. greater than 0.5 and worse power for values of p. less than 0.5.

In Table 2.3.2, the tabled values are estimates of the unconditional
probabilities (x 1,000) of rejecting the experimental decontaminant where the
random effect § (and therefore p.) is allowed to vary according to an assumed
probability distribution. Again, the input parameters used for the
recommended procedure are gg = 0.1, € =0.1, o5 = 0.4. It is assumed that
n, = n. =24, p. = 0.5 and that g5 = 0.4 for all the assumed distributions
for 6. | ,
Each value in Table 2.3.2 is the result of 10,000 replications of
the following process. Generate a § value from the mixture of two normal
distributions defined by g5 = 0.4 and the values of g5 and € at the top of
the column. Generate independent binomial test results for the standard and
 experimental decontaminant using the values of pc and p, defined by the
pe = 0.5, uy,, and 6. Record the result of each of the three test procedures
based on this simulated test data.

The values in Table 2.3.2 for p, = 0.5 are the probability that an
experimental decontaminant with the same lethality rate as the siandard
decontaminant would be rejected (false rejection rzte) for various
distributions of the random effect §. These values illustrate that the false

rejection rate is reasonably controlled by all three test procedures in the
neighborhocd of the assumed distribution for & (og = 0.1, € = 0.1, g5 = 0.4).

R e T s T T
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The remainder of Table 2.3.2 illustrates that the recommended test procedures
have better power relative to the current test procedure and the two-sample
binomial test procedure in the neighbcrhood of the assumed distribution for §
(0gg = 0.1, € = 0.1, g5 = 0.4). | This increased power is the motivation for
the development of the recommended test procedure. '

3.0 THE CONTROL CHART PROBLEM

Over time, a data base is accumulated for the standard
decontaminant, consisting of the observed lethality rates from the individual
screening tests. 4 stat1st1cal‘mode] for the lethality data associated with
the standard decontaminant is described in Section 3.1 and the control chart
problem is stated in terms of tﬁe parameters of this model. The problem of
estimating the model parameters]from the historical database is discussed in
Section 3.2. Recommended contr?l chart procedures are developed in
Section 3.3 and characterized iT Section 3.4.

3.1 Statement{of the Con%rol Chart Problem
I

Each time a first-staie screening test is performed for a set of
experimental decontaminants, a limited number of animals receive the standard
decontaminant treatment and a némina] LD, dose of agent. Let

k = the number of first stage screening tests in the historical
database, ;
|
n, = the number of animals|receiving the standard decontaminant during
the ith screening test, and

x, = the rumber of lethalities observed with the standard decontaminant
during the ith screening test.

x, is assumed Lo have a b1nom1aﬂ distribution with n, trials and success
probability n;, where |
arcsin(fpi) = arcsin(ip) + §&,. (18) b
p is the long-term lethality raﬁe for the standard decontaminant, and §; is a C ;
random effect as,ociated with the ith screening test. -

|
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The random effect term §; is included in the model to account for
all factors that randomly affect the true lethality rate for the standard |
decontaminart from test to test. It is assumed that each §, has a
Normal(0,0s,) distribution and that the §;'s associated with separate tests
are statistically independent of one another.

' The arcsin-square root transformation is utilized in the model for
p; in anticipation of applying the same variance-stabilizing transformation to
the observed lethality rates. Let r, = x;/n, denote the observed lethality
rate for the ith screening test. Also, let g.? denote 0.25/n;. For the -
purpose of deriving control charting procedures for monitoring the standard
decontaminant lethality rate over time, it will be assumed that the
conditional distribution of arcsin(ir), given §, is approximately
normal(arcsin(in),O.ZS/ni) or'normal(arcsin(ip)+§i,a;).

The purpose of the control chart procedures is to monitor the
standard decontaminant lethality rate over time to detect any shifts or trends
that may occur as a result of random and inadvertent variations in methods,
materials, or agent doses embloyed. The problem is thus to plot (a
standardized version of) r, ry,..., r;'versus time along with upper and lower
control limits that characterize the expected extreme variatidns according to
the statistical model and associated parameter estimates, Values beyond the
control limits are evidence that either the statistical model or the parameter
estimates being employed may no longer be valid. Aspects of the tests may
then need to be adjusted, for example, by adjusting the agent dose. '

3.2 Estimating Model Parameters

The first step in forming a control chart for the standard, ’
decontaminant letkality rate is to determine the values of g and of that will
he assumed in the statistical model. The following procedure may be used to
nstimate these parameters from the historical database. Let '

B = sin?(M),
L w, arcsin(ir)

Iw

i




w o , (20)
o + 08

‘(n;l is an approximation to the inverse of the variance of arcsin{iri). '6‘ is
defined below in equation (22). Then 8 is an unbiased estimate of 4 with
. approximate standard deviation

SE(B) = 2| sin(M) cos(M)| (1/Dw)'2. - (21)
Let
£z 0! |
o5 - . : ©(22)
Lz '
where
1
z, - o (23)
2 ' "' ’ ’6'
and

8!« (arcsin(ir) - W) - g,. - (29)

z, is an approximation to the inverse of the variance of #!. Then 84 is an
approximately unbiased estimate of o4 with approximate standard deviation

SE(85) = (1/1z,)%2, (

[a%]
n
——

All summations above are over § « 1 ... k.

lecause equations (20), (23), and (24) involve the parameter
agtimates, equations (19) and (22) must be solved in an iterative fashion.
The following procedure may be emploved. Begin with initial values, say '
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M = 2/4 = 0.7854 (3 = 0.5) and 85 = 0.01, and solve equations (19) and (22)
using these values in equations (20), (23), and (24). Repeatedly solve
'equations (19) and (22), substituting the estimates from the previous
iteration into equations (20), (23), and (24) unti) the estimates do not
change appreciably from one iteration to the next.

3.3 Recommended Control Chart Procedures

As stated previously, the purpose of the control chart procedures is
to monitor the standard decontaminant lethality rates over time to provide a
timely signal in the event that the statistical model or the parameter
estimates; being employed for the standard decontaminant are no longer valid.
Since the number of animals used may vary from test to test, it is most ‘
convenient to standardize the individual transformed lethality rates to
achieve spproximate uniform variance over time. Let '

arcsin(ir,) - arcsin({p,)

Z -

TR : (26)

0.25
.—-—#a&
n

H

¢

ahere 4 o and ogg are the assumed values of the parameters 4. and o5. Then
Zy,....l, are distributed approximately as independent standard normal random
yariables. It is recommended that Z,,...,1, be plotted (as the vertical
/ariable) versus time (as the horizontal variable) along with horizontal lines

icross the entire plot at -3.00, 0, and 3.00. Three types of contro! chart
orocedures are considered: |

(A) If the current 7-value falls below -3.00 or above 3.00, the test
invoiving this observation should be repeated. [f the repeated
tast aiso exceeds these limits, the cause of this exceedance
should be investigated and corrected. '
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(8) 'If the three previous Z-values fall either all below -1.22 or
all above 1.22, this exceedance is strong evidence that a shift
in the process has occurred. The cause of this shift should be
investigated and corrected.

(C) If the seven previous Z-values fall either all below -0.28 or
all above 0.28, this exceedance is strong evidence that a shift
in the process has occurred. The cause of this shift should be
investigated and corrected.

These three procedures provide short-term, intermediate, and
long-term tests respectively for a shift in process‘behavior.: As with the
testing procedure, it is recommended that the value gg be set to
0.1 initially. : ‘

[f any of the three control chart procedures exceed their critical
values, the historical database should be scrutinized. If some of the older
data are no longer pertinent to current tests, they might be eliminated from
calculations of model pafameters. Consideration might be gfven to carrying
out a new LDy study and adjusting the agent dose.

The above procedures are designed to be easy to carry out with a
calculator and a simple plot of the data. Similar tests based on the median
can be employed as follows. Let

M, = the Z-value (kquation 26) for the most previous test

My = the median of the Z-values (Equation 26) for the three
previous tests, and

M, = the médian of the Z-values (Equation 26) for the seven
previOus tests.

The following procedures are analogous to procedures A, B, and C defined
abcve.




(A2)

(82)

(C2)
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I1 M, falls below -3.00 or above 3.00, the test involving this
observation should be repeated. If the repeated test also
exceeds these limits, the cause of this exceedance should be
investigated and corrected.

1f My falls below -2.17 or above 2. 17, this exceedance is
strong evidence that a shift in the process has occurred. The
cause of this sh1ft should be 1nvest1gated and corrected.

If M, falls be]ow -1.42 or above 1.42, this exceedance is
strong evidence that a shift in the process has occurred. The
cause of this shift should be investigated and corrected.

Similar tests based on the mean can be employed as. follows. Let

T, =
Ty =

T, =

the Z-value (Equation 26) fbr the most previous test

the average of the Z-values (Equation 26) for the three
previous tests, and

the average of the Z- values (Equation 26) for the seven
previous tests.

' The following procedures are.analogous to procedures A, B, and C and A2, B2,
and C2 defined above.

- (A3)

(83)

(C3)

If T, falls below -3.00 or above 3.00, the test involving this
observatwon should be repeated. If the repeated test also
exceeds these limits, the cause of this exceedance should be
investigated and corrected.

If T, falls below -1.73 or above 1.73, this exceedance is
strong evidence that a shift in the process has occurred. The
cause of this shift should be investigated and corrected.

[f T; falls below -1.13 or above 1.13, this exceedance is
strong evidence that a shift in the process has occurred. The
cause of this shift should be investigated and corrected.
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3.4 Characterization of the Control Chart Procedures

In Table 3.4.1, the three sets of control chart procedures [(A,8,C),
(A2,B2,C2), and (A3,83,C3)] ére characterized in terms. of the probability of
signaling a process shift. The model parameters employed are u, = 0.5 and
g = 0.1 and it is assumed that n, = 24, |

The values in Table 3.4.1 are the probab111ty that a process shift
will be detected by t 2 various procedures. The results are based on the
assumption that the Z.values are independent standard normal random variables.
The results for the B2 and C2 proceduras are based on a normal approximation
to the distribution of median of independent standard normal random variables.
While the procedures based on counts and medians are simpler to carry out, it
is recommended that the procedures based on means (A3, B3, and C3) be employed
due to the signifiéant power advantage for detecting moderate shifts in the
standard decontaminant lethality rate.

4.0 COMPARISONS OF THE STANDARD DECONTAMINANT LETHALITY RATES
AMONG REPLICATES WITHIN TESTS

Each screening test involves the simultaneous testing of n_ animals
with the standard decontaminant and n, animals with each of the experimental
decontaminants. Usually n, = n, = 24, For logistical reasons, particularly
if a number of test decontaminants are to be evaluated at the same time, the
test is divided into K replicate portions and each portion is carried out on
separate days. Usually K = 3, and n = 8 animals are tested per group per day.

Comparisons between the standard decontaminant results and the test
decontaminant results usually incorporate the assumption that the individual
replicate results within tests can be pocled to arrive at overall lethality
rates. Preliminary comparisons amcng the standard decontaminant lethality
rates observed in each replicate are carried out to examine the reasoriableness
of this assumption. If there is no evidence of heterogeneity among the |
standard decontaminant replicates, then it is presumed that the replicates
~ere carried out under homogeneous conditions and the test decontaminant

results, as weli as the standard decontaminant results, are pooled across
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TABLE 3.4.1. PROBABILITIES (x 1,000) OF SIGNALING A PROCESS
SHIFT FOP SPECIFIC VALUES OF . ASSUMING THAT
n, = 24, g4y = 0.5, AND gg = 0.1

Control Chart Procedure

p —

0.5 003 . 003 . 003

. 003%. . 003 : 003

003¢ . 003 003
0.6 o011 028 . 057 =
| : 011 021 066 : 5
011 . | 038 128 i

0.7 059 202 - 399

| 059 157 517

059 306 791

0.8 227 612 842

227 545 960

227 816 998

0.9 597 937 989

- 597 931 1,000

597 996 1,000

Top va!ué is for procedures A, B, and C (Counts)
*Middle value is for procedures A2, B2, and C2 (Medians)
‘Bottom value is for procedures A3, B3, and C3 (Means)
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- replicates. The pooled standard decontaminant results are then compared with
the historical standard decontaminant results and with the control chart
limits, in the manner discussed in Sections 2.0 and 3.0. The resulting
estimate of current standard decontaminant lethality rate is compared with
each of the test decontaminant rates, in the manner discussed in Section 2.2.

If there is statistically significant heterogeneity among the
standard decontaminant replicates, further tests are carried out to determine
which replicatés differ from the others and/or from the lqng‘run historical
results. These outlying replicates are then considered for deletion (both the
standard decontaminant and the test decontaminant results) and additional
replicates are carried out to replace them.

4.1 Comparison of Individual Replicate Standard Decontam1nant
Resuits with the Overall Average

, Suppose that the current test is divided into K replicates (days),
that the ith replicate includes n; animals in the standard decontaminant
group, and that x, responses (deaths) are observed amdng these animals. Let
r. = x;/n, denote the observed résponse rate in the ith replicate, x, = 2, x;,

i
ne =2, .0, A =nJ/K, and r, = x./n,. Let p, = E(r,) denote the population
average response rate in the ith replicate. The analysis of means (ott, 1975)
is used to compare each replicate response rate, r,, to the average rate, r..
The analysis of means test is designed to be sensitive to ‘the presence of an
extreme replicate that d1ffers from the others much like a control. chart

inference. The hypothesis
Hot Py = Pg = oov = Py
is tested by the analysis of means procedure. Let

Z=max [|r; - r|/(r (1 - r.) /n)*]
i=1,...,K
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The hypothesis H, is rejected at significahce jevel ¢ if Z> H;, where Hy is
tabulated by Ott (1975), Schilling (1973), and others. If K=3 and « = 0.05
then Hg 4 = 1.93. ,

If H, is rejected, each r;, is compared to the others and to the
historical control rate (nominally 0.50).

4.2. Comparisons of Replicate Responses with the Historical
Contro! Rate and Among Each Other

If the analysis of means test rejects the above H,, then each f{ is
compared to the long run historical standard decontaminant respdnse to
determine which differ. Assume for purposes of this discussion that the
historical response rate is close to the nominal, 0.50. The hypotheses

Hy: py = 0.50 and § = 1, 2,....K

are tested using individual one-sample, two-sided tests. The significance
Jevels are adjusted by Bonferroni's method so that the overaTl'Type 1 error
across the K tests does not exceed x. Let

Z; = |r, - 0.5]/0(0.5)(0.5)/n; ]}

The hypothesis ‘
Hy: p; = 0.5 . .
is rejected if Z; > Z;. Values of Zg for « = 0.10, 0.05, and 0.01 and
K= 1(1) 10 and above are tabulated by Ott (1975), Miller (1966), and others.
If K =3, then Z; 4, = 2.39 and Z, ,, = 2.11.

It should be noted that if K=3 and n; =8, only r; =0 orr; =1
would cause H, to be rejected at ¢ = 0.05: r, 2 0:875 or r, $0.125 would
cause H, to be rejected at « = 0.10. When n, = 8, these tests dre rather
insensitive; they will detect only very larje departures from consistency
across replicates or from the historical average rate.
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Pairwise comparisons among replicates are carried out using Fisher's
exact test (two-sided). With just n, = 8 animals per group, these tests are
also insensitive. Critical values are tabulated by Pearson and Hartley (1958)
When K = 3, the single-tailed 0.01 level critical values correspond to an
a = 0.06 (0.01 x 2 x 3) two-tailed simultaneous significance level for all
(three) pairwise comparisons among replicates. The Pearson-Hartley table
demonstrates that 8 of 8 responses can be distinguished from 2 of 8, 7 of 8
from 1 of 8, and 6 of 8 from 0 of 8 at this significance level. The single-
tailed 0.025 level critical values correspond to'an ¢ = 0.12 (0.020 x 2 x 3)
two-tailed simultaneous significance level. At this significance level,

8 of 8 can be distinguished from 3 of 8, 7 of 8 from 2 of 8, 6 of 8 from
1 of 8, and 5 of 8 from 0 of 8. Thus, when n, = 8, 'these pairwise comparisons
will detect nni1y substantial departures from consistency across replicates.

The discussion in this section demonstrates that only sizeable
inconsistencies among replicate response levels will be flagged by these
proc:dures. In all other instanées, the’responses'will be pooled across
replicates and the principal comparisoné will proceed.

5.0 REDETERMINATION OF LD, DOSES

. An important aspect of the screening program'is to initially
establish and then periodically update LD, doses for standard treatment. If
the control chart inferences discussed in Section 3.0 detect drift in the
.- standard decontaminant response rates or repeated exceedences of the' control
chart limits, then the LD, dose needs to be redetermined. A new LDy study
" must be carried out to determine the new agent dose. This section discusses
experimental design and data dnalysis methods and associated computer programé
that have been developed to determine LD50 doses in an efficient manner; fewer
animals are needed to attain the desired levels of estimation precision,
relative to a classical LDy, design.

Section 5.1 discusses a stagewise dose allocation experimental
design strategy that nas been developed to accomplish this aim. Such
stagewise designs lead to nontraditional dose allocations that utilize
relatively large numbers of doses with relatively smal} numbérs of animals per
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dose. It is possible that each animal will be tested at a different dose.
Standard probit analysis computer programs, therefore, canngt be used to fit
dose-response models to the lethality data.
Specialized procedures, based on nonlinear regression analysis, have
been developed to fit dose-response models to these data. These procedures
have been developed in a series of computer programs based ¢n the general
purpose nonlinear regression procedure, PROC NLIN, in the SAS statistical
" computing system (SAS, 1985). Section 5.2 discusses the procedures and
programs.

5.1 Stagewise, Adaptive Dose Allocation Procedures

The LDy is estimated based on a small to moderate number of
animals. The precision of estimation of the LDg, and slope depends on the
numbers of animals tested as well as on the allocation of aklmals to.
appropriate portions of the (unknown) dose-response distribution. To obtain
relatively precise estimates of the LD, and slope with the numbers of animals
available, the test doses should be centered around the LDga with enough
spread to permit good estimation of the slope. The test doses should not,
however, extend too far beyond the central portion of the dose-response region
(e.g., they should lie between the 10th and 90th percentiles). The desired
dose allocation heavily depends on the underlying dose-response distribution.
It is assumed that the dose-response relation for the standard decontaminant
animals can be described by a two-parameter probit model without background,
at least in the central portion of the dose-response regionL

The relative sensitivities of alternative dose alllocations can be
evaluated before any data have been collected. This permits "target designs"
to be selected before the start of the experiment and to be| updated as the
experiment proceeds.

Since the underlying dose-response distributions are not known prior
to the start of the test, the LDy test is carried out in a|stagewise fashion.
The dose allocation for the first stage is based on historical results.

Previous LDgg study results, augmented by observed response rates in more
recent standard decontaminant tests. can be used to obtain |initial estimates
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of the LDy, and slope and the associated first-stage dose allocation.
Following each stage, the information concerning the underlying dose-responsce
distribution is updated based on fitting dose-response models to the results
obtained in the current and previous stages. Doses are selected for the next
stage to best approximate the target design, over and above the previous
allocations, based on the updated dose-response distrihution. This process is
iterated until the completion of all the stages or until the LDg; and/or slope
are estimated with the required level of precision.

This approach is in the spirit of, but is more flexible and adaptive
than, the formal up-dcwn method (Dixon and Mood, 1948). It attempts to
incorporate relatively large numbers of ‘test doses within each stage and uses -
information from ail previous stages to make decisions about the doses to be
selected in suosequent stages. |

The application of the stagewise dose allocation approach to
determining the standard decontaminant LDg, is illustrated by an example
pertaining to percutaneous application of GD in albino rabbits and treatment
with both components of the M258A1 standard decontamination kit. An updated
program to screen new candidate decontaminants is to be implemented, utilizing
whatever information can be obtained from previously completed screening
programs. ‘
The a priori assumptions for the dose-response relation applicable
to the forthcoming screening program are based on a probit model fit to the
results from a previous LD study with this same agent, animal model, and |
decontamination regimen that was carried out in May-June 1985 in and MREF
Final Report entitled "Task 85-10: validation of a Protocol to Compare the
Effectiveness of Experimental Decontaminants With Both Components of the
M258A1 Kit Against Percutaneous Application of Undiluted Organophoéphate
Chemical Surety Materiels to the Laboratory Albino Rabbit,” (December 1987,
Table 3.1.4). The LDy, was estimated to be 13.0 ug/kg and the slope 3.732,
based on n = 360 animals. The parameters of this distribution are displayed
in Table 5.1.1. ,

Ten alternative "target designs"” were considered. These are
numbered GD1 to GD10 and are shown in Table 5.1.2. Each target design
consists of n = 100 animals, allocated equally or unequally to various

G

s
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TABLE 5.1.1. PARAMETERS SPECIFYING THE A PRIORI PROBIT DOSE-RESPONSE
. DISTRIBUTION. THESE PARAMETERS DETERMINE THE CENTRAL
DISTRIBUTION AND PERTURBATIONS INCORPORATED IN SUBSEQUENT
SENSITIVITY ANALYSES

FITID B0 Bl Vo . ¢o1 vl
GD/DECON 0.843 3.732 0.336 -0.299 0.274

FITID = Fit 1dent1f1cat1on

BO,B1 = Slope and intercept of the a- pr1or1 dose-response distribution

v0,v1,C01 = Variance of the intercept, variance of slope, and covariance
between the intercept and slope of the a priori dose-response
distribution and guantify the uncerta1nty in these parameters.
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combinations of the 10, 20,...,90 percentiles of the assumed prior
dose-responsa2 distribution. For example, target design GOl allocates .

25 animals to each of the 20, «0, 60, and 80 percentiles. The absolute
sensitivities caiculated for these designs pertain to 100 animals. However,
these sensitivities are each scaled up or down by the factor (100/n)* if n
.animals are used instead. The relative sensitivities for these désigns are
thus .invariant to sample size. _

Although each target design'is presented for initial planning
purposes as a single-stage design, the LD study is in fact carried out in
stages, with doses adjusted from stage to stage. The target allocations are
updated, over and above the doses previously tested, in light of the most
current estimate of the dose-response relation. The stagewise, adaptive dose
allocation helps assure conformance to the target design even if the estimate
of the underlying dose-response distribution shifts from stage to stage as |
additional results are.obtained. Furthermore, if the attained sensitivity to
estimate dose-response distribution parameters or to compare dose-response
distributions exceeds that predicted at the outset of the experiment, the
stagewise design strategy can lead to early stopping.

The predicted sensitivities for each design are calculated from the
information obtained in the previous stages, combined with the éxpected
information to be obtained in the current and future stages. The information
associated with each design is evaluated for the distribution specified in
Table 5.1.1 (the “central™ distribution), as well as for distributions that
are perturbations about the central distribution. o :

Table 5.1.3 displays the “results" from the "previous" stages. Ffor
eacn stage and dose, the logarithm of dose (X), the number of animals on test
{NN), and the number of responses (Y) are given. In this example, the
designs are being evaluated prior to the first sfage. There is no previous
data and so NN = 0. For evaluations following later stages, the observed
results at all the previous stages and doses would be used.

Detailed sensitivity analyses are carried out for each target design
tn asiess its perfcrmance under a variety of distributions that might be

tively to accur (i.e., perturbations about the central distribution).
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TABLE 5.1.3. EXPERIMENTAL "RESULTS® FROM “PREVIOUS" STAGES®

08S GROUP STAGE DOSE X NN Y
1 DECON 1 20 1.30103 0 0

*Prior to the first stage, the numbers of animals (NN) and the numbers of
responses (Y) are =2ach 0. ' .

0BS =« Record number .

GROUP = |dentification variable

STAGE = Stage at which dose was administered

DOSE = Dose administered

X = Common logarithm of dose
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Table 5.1.4 displays the detailed sensitivity results for design GD1. The
middle line in the table (underlined) corresponds to the central distribution.
The re ~.ining 48 lines correspond to perturbations about this central
distribution. Standard errors of the estimates df‘the specified logarithmic
percentiles (50, 80, 90 in this example) and of the slope are calculated for
each of these distributions. The results of the sensitivity analyses for each
target design are summarized in Tables 5.1.5 and 5.1.6. Table 5.1.5 displays:
weighted averages of the standard errors over all of the 49 distributions in
the seasitivity analysis; the distributions closer to the central distribution
receive the greatér weight. Table 5.1.6 displays the minima and the maxima of
these standard errors over these same distributions. The maxima can be
regarded as "worst cases", over the range of distributions considered
plausible based on the current information. '

Table 5.1.5 shows that the weighted averages of the standard errors
of the log,, (LDs) are similar across all of the target allocations
considered. This is not surprising, since they were all selected to be
symmetric about the a priori 50th percentile. Oesign GD6 has the smallast and
design GD9 has the largest. By contrast the standard errors of the log,,
(LDyg) and the slope vary to a greater extent across the target allocations
~ considered. Design GD9 has the smallest and design GO6 is the largest.

Similar considerations ho!l for the maxima of the standard errors.
Those for the log,, (LD,) are similar across all the target allocations
considered. Those for the log,, (LDy,) and the slope vary more across the
target allocations considered; design GD9 has the smallest and design GC6 has
the largest. ‘ ,

Design GD6 allocates animals evenly to the 30, 50, and 70
percentiles; desiqgn GD9 allocates animals evenly to 10, 50 and 90 percentiles.
Designs GD3 and GD10 are compromises between the two extfemes. They allocate
animals equally among the 10, 30, 50, 70 and 90 percentiles and among the 10,
20, 50, 80, and 90 percentiles, vaspectively.

To utilize this information for a stagewise dose allocation, the
numbers of stages and the numbers of animals per stage would be decided upon
and design GD3, for example, appropriately scaled down, might be run for the'
first stage. Following the first-stage, the dose-response distribution
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TABLE 5.1.5. WEIGHTED AVERAGES OF THE STANDARD ERRORS OF THE LOGARITHMIC
50, 80, AND 90 PERCENTILES AND THE SLOPE OVER ALL THE
DISTRIBUTIONS IN THE SENSITIVITY ANALYSIS

Weighted averages of standard errors of points varied around
A and B over the designs in the sensitivity analysis

Design I.D. = GD1

APERCENT 10PCT NPCT SQRTSUM
50 " SEFVX50 49 0.036863
80 SEFVX80 ' 49 0.065796
90 SEFVX90 .49 0.090660
0

Bi SEFVX81 49 .850717
 Design I.D. = GDiO

50 ~ SEFVX50 49

0.038451
80 SEFVX80 49 0.058843
90 SEFVX90 49 0.077879
B1 SEFVXBI 49 0.704621
‘ Design 1.D. = GD2
50 | SEFVX50 - 49 0.037861
80 SEFVX80 | 49 0.061135
90 SEFVXS0 49 0.082221
Bl SEFVXBI 49 0.759807
| Design 1.D. = GD3 |
50 SEFVX50 49 0.038780
80 SEFVX80 49 0.058818
90 SEFVX90 49 0.077645
Bl . SEFVXBL 49 0.705694
. . Design [.D. = GD4
50 SEFVX50 49 0.037343
80 SEFVXB0 49 0.062219
30 SEFVX90 19 0.084367
81 SEFVX81 49 0.778833




37

TABLE 5.1.5.
(Continued)

Design I.D. = GD5
APERCENT IDPCT - NPCT ' SQRTSUM

50 SEFVX50 ‘ 49 0.037063
-80 SEFVX80 49 0.064222
‘90 SEFVX90 49 0.087923
Bl SEFVXB1 49 0.820809

Design I.D. = GD6
50 -SEFVX50 , 49

0.03609
- 80 SEFVX80 49 0.08256
. 90 SEFVX90 49 0.11852
'81 SEFVXB1 49 1.14917
| Design I.D. = GD7
- 50 . SEFVX50 49 0.039233
80 SEFVX80 49 0.058390
90 SEFVX90 49 '0.076798
Bl SEFVXB1 49 0.693325
Design 1.D. = GO8
50 SEFVX50 . 49 0.038148
80 SEFVX80- 49 0.059842
90 SEFVX90 49 0.079798
Bl SEFVX81 49 0.728632
Design I.D. = GD9
50 : * SEFVX50 49 0.040943
80 ‘ SEFVX80 49 0.056355
90 SEFVX90 49 0.071733
Bl SEFVXB1 49 0.623474

APERCENT = Quantity being estimated (percentile or slope)

[DPCT = ldentifier of quantity being estimated

NPCT = Number of distributions entering into the weighted average
SQRTSUM = Weighted averages of the standard errors
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TABLE 5.1.6. MINIMA AND MAXIMA OF THE STANDARD ERRORS OF THE LOGARITHMIC
50, 80, AND 90 PERCENTILES AND THE SLOPE OVER ALL THE
DISTRIBUTIONS IN THE SENSITIVITY ANALYSIS

Minimum and maximum of unweighted standard errors of noints varied
around A and B over the designs in the sensitivity analysis

Design 1.D. = GDI

VARNAME N : MINIMUM MAXIMUM
SEFVX50 49 0.029316 0.047555
SEFVX80 49 0.041578 0.105432
SEFVX90 49 0.055582 0.144400
SEFVXBI 49 ©0.805459 0.919895

Design 1.D. = GD10

SEFVX50. 49 ‘ 0.031554 0.047595
SEFYX80 | 49 0.041651 10.087573
'SEFVX90 | 49 0.053014 0.117208
SEFVXB1 R 0.641773 0.799141
~ Design 1.D. = GD2
. SEFVX50 49 0.030646 0.047480
- SEFVX80 49 0.041790 © 0.092691
SEFVX90 49 : 0.054465 0.125116
SEFVXB1 49 ‘ 0.690566 0.861523
' Design I.D. = GD3
SEFVX50 S 49 0.031852 0.047782
SEFVX80 49 0.042300 0.086001
SEFVX90 . 49 | 0.054073 0.114733
SEFVXB1 49 0.627240 0.822425
Design I.D. = GD4
SEFVXS0 49 0.030076 0.047356
SEFVX80 49 0.041038 0.097405
SEFVX90 49 0.053542 0.132328
SEFVXB1 49 0.733219 0.849374
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TABLE 5.1.6.
(Continued)

Design I.D. = GD5

VARNAME N MINIMUM MAXIMUM
SEFVX50 49 0.029622 0.047440
SEFVX80 49 0.041387 . 0.101758
SEFVX90 49 0.054838 0.138902
SEFVXB1 49 . 0.772841 0.894420

Design 1.0, = GD6
.04980

. SEFVX50 49 0.02775 0
SEFVX80 49 0.04441 0.14178
SEFVX90 49 - 0.06528 0.19805
SEFVXBl 49 1.12243 ©'1.19243
: Design I.D. = GD7 .
SEFVX50 49 0.032382 0.048034
SEFVX80 49 0.042927 © 0.083840
SEFYX90 49 0.054734 0.111264 ,
SEFVXB1 49 0.605445 0.826605 /
Design [.D0. = G08
SEFVX50 ‘ 49 . 0.031101 0.047525
SEFVX80 49 0.041628 0.089953
SEFVX90 49 ' 0.053529 . 0.120888
SEFVXB1 49 © 0.0664329 0.824324
| Design I.D. = GD9
SEFVX50 49 " 0.034806 0.048910
SEFVYX80 49 0.044264 '0.077431
SEFVX90 ; 49 0.054499 0.100846
SEFVXB1 49 0.539006 0.755271

VARNAME - Identifier of quantity being estimated

N = Numbe:ir of distributions entering into the estimate
MINIMUM = Minimum standard error of the logarithm
MAXIMUM = Maximum standard error of the logaritam
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estimate would be updated and the sensitivity analysis would be carried out,
as above, to determine which second-stage dose allocations best. augment the
first-stage doses, in light of what has been learned about the dose-response

- distribution from the first stage. This procedure would be iterated following

each stage of experimentation.

5.2 Probit Dose Response Estimation Based on
Nonlinear Reqression Analysis

Following each stage of experimentation, the estimates of the
underlying dose-response distributions are updated. Probit dose-response
models in ldgarithmic dose (Finney 1977) are fitted to the data for each"
treatment regimen to quantify the relationships. Distribution percentiles are

‘estimated based on these models. 3ackground response is not incorporated into

the models, due to the relatively short durations of the tests (hours, days,
or at most one or two weeks). ,‘

Standard probit analysis computer programs cannot be used to fit
these models to the dose-response data due to the nonstandard dose-allocation
strategy and due to a number of nonstandard aspects of the model
specifications. These nonstandard aspects include individual animal responses
rather than pooled group lethality rates, common probit slopes shared by
several treatment regimens, the possible presence of stage effects and the
capability to adjust for such effects, and the incorporation of covariates,
such as body weight, into the models. These model aspects are discussed in
greater detail in this section. |

Specialized procedures, based on nonlinear regression analysis, have
been developed to fit dose-response models to such data. These procedures are
described and illustrated.

5.2.1 Individual Animal Responses

The dose-allocation strategy discussed in the previous seciion
results in many different dcces with few animals tested per dose, possibly
just one. The model fitting methods thus need to accommodate the possibility
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of dose-responsé‘data with each animal tested at a unique dose. All the
responses would then-be 0's and 1's. This is in contrast to the usual probit
analysis situation where multiple animals are tested at a relatively small |
number of repetitive,~discrete doses and dose-response models are fitted to
the observed response proportions at each dose.

5.2.2 Separate Slopes and Common Slopes Models ) o

The model fitting procedures are sometimes used to compare
dose-response distributions corresponding to several treatment regimens. For
example, no treatment, standard treatment, and‘oné or more candidate
treatments may be compared simulfaneodsly. A fully general model fits
separate dose-response distributions to each regimen. Submodels incorporéting
the assumption of common slopes among various subsets of the treatment afford
the possibility of substantially greater estimation precision and
interpretation simplicity. Provisions have been incorporated into the model
fitting procedures to fit common slopes to various subsets (of size 2 to 5) of
the treatments and to test the adequacy of fit of the submodels relative to
the separate slupes model or to less restrictive common slopes models. Common
slopes models are also sometimes used to augment information about the dose
response for a current treatment with that based on historical data. 'Although
the dose-response distributions may be shifted relative to one another, the
" slopes may have remained the same.

| Tests of adequacy of the submodels are carried out.by comparing the
values of the log likelihoods under the more restrictive and the less
restrictive models. The log likelihood ratio is referred to the upper
‘ percentiles of a chi-square distribution with an appropriate number of degrees
of freedom. ‘

~5.2.3 Stage to Stage Variation

The basic design strategy calls for carrying out the dose-response
experiment in stages, utilizing the results from all previous stages to design

the following stage. A test for the presence of stage to stage variation is
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“incorporated into the model fitting procedures. The test is carried out by
fitting probit models to the combined data across all stages. Residuals from
these fits are standardized by dividing them by estimates of their standard
deviations. In the absence of stage to stage variation, these standardized
residuals would be expected to have mean approximately 0 and standard
deviation épproximately 1. If systematic stége to stage variation exists,
then the residuals from some stages would have positive means while those from
other stages would have negative means. ‘

A one-way analysis of variance is carried out on the standardized
residuals, incorporating stage as a grouping variable and the logarithm of
dose as a covariate. Statistical significance of the stage factor (z = 0.05)
provides evidence of stage to stage variation. Possible causes of such stage
effects might be drift across stages, isolated outlying responses, or
variation of some of the experimental conditions across stages.

The nature of the stage to stage variation would need to be studied
by more in-depth examination of the data, such as diagnostic plots, multiple
comparison procedures, or the incorporation of additional explanatory
variables into the models. The nature and extent of such additional analyses,
and possible actions taken as a resuit, would necessarily be decided upon on a
case by case basis. They are not incorporated into the more general model
fitting procedures discussed here.

5.2.4 Covariates

Body weight (kg) at the time of dosing is incorporated into the
wodels as a covariate. Models incorporating separate covariate effects for
different treatment regimens and models incorporating common covariate effects
are fitted to the data. Likelihood ratio tests for common covariate effects
are carried out in the same manner as 1ike1ihood ratio tests for common

dose-response slopes.

¥
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It should be noted that including covariates such as body weight in
the dose-response models necessitates fitting to the individual animal 0-1
responses rather than pgoling across animals that were tested at the same
dose. This is because, in general, each animal has a different body weight
and so presents a different set of explanatorv variables.

5.2.5 Dose-Response Model Fitting Procedures
A series of cImputer programs, based on PROC NLIN in the SAS

statistical computing sEstem, have been developed to fit the dose-response
© models to the experimenial results. These procedures utilize as input th

individual animal 0-1 rtsponses, as well as the treatment dose and any
covariates, such as body weight. Programs are available to fit separate
probit models to each ihdividual treatment (separate slopes model) and to fit
joint probit models haviing a common slope to several treatments (common slopes

model). Covariates can be included in or excluded from the models.

Table 5.2.1 displays the output from a common slopes probit model
fit to the results from two treatment regimens. The parameter Bl represents
the common slope and th@ parameters 801, B02 represent the intercepts for the
treatments. No covariate is included in this model. If the model fits the
data, then the expected value of the residual mean square is asymptotically
1.0. The attained resihua] mean square of 0.85 indicates no evidence of lack
of fit of the model. ﬁhe "sum of loss" is proportional to -2 times the
(natural) logarithm of the likelihood function; it is used to compare the
adequacy of alternative models. :

Tables 5.2.2§and 5.2.3 display estimates of the dose-response
distribution percenti]%s, associated standard errors, and upper and lower
95 percent confidence bounds. The confidence bounds in Table 5.2.2 are based
~onpropagation of errors, while those in Table 5.2.3 are based on Fieller's
method. If the estimated slope is somewhat more than two standard errors
from 0, as in this exaﬁple, then both confidence intervals are similar,
particularly for'dosesiin the central portion of the design. If the estimated
slope is less than twojstandard errors from 0, then the Fieller's method
confidence intervals will be substantially wider than the propagation of

|
|
I
!
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errors'intervals; the propagation of errors intervals are too narrow, while
the Fieller's method intervals are too wicde. A compromise interval cannot be
obtained analytically; it likely requires a resampling method, such as
bootstrapping, to account for the inherent nonlinearities.

Tables 5.2.4 and 5.2.5 display summaries, by stage, of the
standardized residuals from the probit model fit and a one-way anélysis of
variance to test for the presence of stage to stage variation in these
_residuals. There is no evidence of a significant stage effect in this
example. If the stage effect in Table 5.2.5 was significant, then the
stagewise means, standard deviations, minima, and maxima in Table 5.2.4 would
be studied to determine the nature of the variation, and which stage or stages
differ -from the remainder.

Tables 5.2.6 and 5.2.7 display the outputs from two prob{t mode!
fits to the results from a different dose-response eiperiment, with two
treatments. Body weight (kg) is included as a covariate in these models.
Table 5.2.5 displays the results of a four-parameter common slopes model, with
a commdn covariate effect, fitted to the two treatments. The parameters Bl
and P2 represent the common siope and the common body weight effects,
respectively; 801 and 802 represent the intercepts corresponding to treatments
1 and 2, respectively. Table 5.2.7 displays the results of a single three-
parameter probit model fitted to the combined results from both treatments.
B' and B2 represent the slope and the body weight effect, respectively;

) represents the intercept. Based on the residual mean square, both models
appear to fit the data.

A qu likelihood ratio test for differences between the dose-
response distributions is carried out by comparing the difference between the
"sum of loss" values for the two models to a chi-square distribution with
1 degree of freedom (4 parameters minus 3 parameters). Namely, 60.989 -
$0.538 = 0.451 is significant at the a = 0.50 level, based on the chi-square
distribution with 1 degree of freédom. Thus, there is no evidence of -
diffare.ces between the dose-response distributions associated with each of
the treatments and so the single model is accepted.
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_ The body weight paramefer can be interprefed as follows. The
logarithm of the LDy, dose for a W kg animal, based on the model in
Table 5.2.7, can be calculated by solving the equation

BO - 5 + Bl * xgy + B2(W - W) = 0,

~

where x¢ represents the estimated common logarithm of the LDy, dose and W is

the average body weight. Thus,

~ 80-5 B2 -
XS. 3‘ - " (W - W) .
Bl . Bl

If B2 is positive, then this relation can be interpreted as a decrease ‘in the
LDgg of 100 (1 - 10 “®/8!) percent for each 1-kg increase in body weight. Far

the present example, this is an estimated 2.6 percent decrease in the LDg for
each kg increase in body weight, at least for body weights around the average.

6.0 POSSIBLE DIRECTIONS FOR FURTHER EXTENSIONS
This section considers several possible directions fof further
development, extension, or modification of the methods ana procedures that

were discussed in the previous sections.

6.1 Pardmeter Selection

The primary reasons for the selection of the input parameter values
of the recommended test procedure are that these values are consistent with
the historical database and they appear to provide a test procedure with
desirable overall properties as illustrated in Section 2.3. Further work must
be performed to develop a procedure for the selection of test procedure
parameters, allowing these parameters to vary with the agent and test system.
The two major activities that would be required are more extensive simulation
studies to characterize the behavior of the recommended test procedure for
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various input parameter values and a statistical analysis of the historical
database, using the methods of Section 3.2, to determine plausible values of

the input parameters.

6.2 Historical Data

The methods discussed in Sections 2.0 and 3.0 assume that an
extensive amount of historical data is available. The parameters u., 05, 05,
and e that characterize the historical response distribution for the standard
decontaminant are assumed known. In some applicatioﬁs, however, there ﬁight
be just a small or moderate amount of historical data available. 'The
historical distribution parameters would then have uncertainty associated with
their estimates. This uncertainty would inflate the variability of the
historical estimates relative to the expressions pfesented in Section 2.0 and
would thereby result in greater weight being given to the current estimate.
The methods discussed in this report can be extended to account for this
additional source of variability and its influence on the recommended
~weighting procedure. '

6.3 Deleting Far Past Historical Data

* Procedures might be developed for determining when and to what
extent to delete the far past standard decontaminant results when they are no
longer compatible with the current and more recent past standard decontaminant
results. Such decisions would be based on exceedences observed with the
control chart procedures discussed in Section 3.0.°

6.4 Discounting Historical Data Based on [ts Age

Current procedures utilize all the historical data as equivalent as
long as they remain within the control limits and as long as weighted averages

of various durations remain within the control limits. This is the case
whether the historical values were obtained a day, a week, or a year ago. An
alternative procedure is to routinely discount the historical data based on
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their age, irrespective of whether or not they lie within the control limits.

For example, if exponential discounting were used w]
-\ per month, then one current observation would be
observations in a month, e' observations in a year
screen were not used on a regular basis, the extent
If

information would gradually diminish over time.

th a discount parameter of
discounted to e

, etc.. Thus, if the

of the historical

the amount of discounted

historical information about the standard decontamiLant response rate drops

below a specified level, then additional tests wou1$ be carried out with the
standard decontaminant to increase the amount of historical information up to
a specified minimum threshold. These additional tests would be carried out at
If

response rates drift (or jump) out of control, as determined by the control

the same agent dose as that used in past tests. the standard decontaminant

.chart procedures, then a new LDg study would be carried out to determine how
to modify the agent dose for future tests.

6.5 Beta Binomial Distribution

The observed response rates, for both the| standard and test
decontaminants, are currently modelled as being approximate]y normally
distributed. Following an arc sin transformation, the variances of these
response rates are assumed to be independent of the mean.
approximation to the binomial distribution is reasonable for response rates
near 50 percent, as-is the case with the current a&
applications, with response rates closer to 0 or IOE

assumption may not be as appropriate.

The normal
lication. For other

D percent, the normality
An alternatﬂve formulation for such
problems would be to model the responses within each individual test as
binomially distributed with response probability v]rying among tests according

to a beta distribution. The resulting marginal distribution of the observed

standard decontaminant response rates across tests
beta binomial distribution.

can be described by the
This distribution is bourded between 0 and 1 and

incorporates skewness in the appropriate direction when the true response

probabilities are near 0 or 1.
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There are no conceptual differences in a model formulation based on
the beta binomial distribution from one based on the normal distribution.
There are, however, a number of technical differences; the expressions for the
weights would need to be modified. A

6.6 Determination of Control Chart Boundaries

In Section 2.0, the test to test variation of standard decontaminant:

response rates is modelled as a mixture of normal distributions. The control
chart limits in Section 3.0, however, are based on a single normal
distribution. The distributional assumptions made in Section 3.0, and control
Timits based on them, might be modified to be broughf into conformance with
the assumptions made in Section 2.0. Namely, the control limits might be
based on the upper percentiles of the mixture distritution, using the
iterative calculation recommended in Section 2.2 to determine the critical
value. This would probably result in wider control limits than those based on
the normal approximation to this distribution.

6.7 Determination of Control Chart Statistics

The discussion in Section 3.3 refers to three alternative statistics
to indicate when the standard decontaminant response rates are drifting away
from historical levels. An individual, standardized transformed rééponse rate

is associated with each test. One statistic is based on the numbers of
consecutive individual values that exceed control limits. A second statistic
is based on comparing the medians of rinsecutive individual values to control
limits. A third statistic is based un comparing the means of consecutive
individual values to control limi*s.

Table 3.4.1 in Sectiun 3.4 shows that the statistic based on the
means is more powerful for detecting small to moderate departures than those

based on counts or medians. However, the statistic based on the means is more

sensitive to the effects of a small number of out]ying values. A compromise
between the means-based statistic and the medians-based statistic might be

found that simultaneously provides much of the improved sens{tivityvto detect
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-systematic departures, yet resists much of the insensitivity and is not as
influenced by isolated outlying values. Such a compromise procedure might be

based on trimmed means of consecutive values.

6.8 Generalization of the Dose-Response Models

.The discussion in Sections 4.0 and 5.0 pertains to experimental
design and data analysis considerations in deterrining the LDy, associated
with the standard decontaminant. It is assumed there that the dose-response
relation can be described by a probit model, without background. This model
is adequate for many applications to which the screening methodology has been
applied. Other applications, however, might necessitate the use of more
general models.

A ‘test period of relatively long duration might result in a nonzero
background lethality response rate. Treatment with a specified drug regimen
might not be efficacious for all the animals, no matter how much the drug dose
is increased. Morbidity responses, such as deterioration of neurological
function, may be exhibited by some animals, no matter how high the drug dose,
and may not be exhibited by some animals, even in the absence of drug
treatment. ' -

The sensitivity analysis procedures and the dose-response model
fitting procedures discussed in Sections 4.0 and 5.0 might be extended to
accommodate minimum and maximum response rates strictly between 0 and 1.
These rates would be additional model parameters, to be estimated from the
data. ' '
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DOCUMENTATION FOR NEW SAS PROGRAMS

A.1 DATA STRUCTURES

A.l.1 iHistorical‘Data File

The historical data file is an ASCII file containing standard
decontaminant results from first stage screens. There is a separate file for
‘each agent. Each record contains information about a screen, including. the
starting date, the number of animals dosed, and the number of lethalities.
The first field in each record is a “USEFLAG" which can be set to either use
or ignore that record when computing historical estimates and creating control
charts. As nev standard decontaminant data becomes available, it can be
appended to the end of the existing historical data file. '

File name: <agent>.HIS, where agent is the agent code.

Field

Name Columns Description

USEFLAG 1 Flag which is set to 0 or 1 to ignore or use data
when calculating the historical estimate.

TSEQ 3-4 First stage screen identifier (A, B, C.,.)

AGTCD 6 -8 Agent code (GD, TGD, VX)
OCNCD  10-12 Decontamination code (STD = standard, A,B,C...=test)

STRTDATE 14-21 First date of testing for the screen (mm/dd/yy
format) : .

DURATION 24-30 Duration of screen in days: (last date) -'(first'
. date) + 1 :

NDOSED 32-38 Number of animals which Qere dosed
NDEAD 40-46 Number of animalsvwhich died ’




A.1.2 Current Data Files

The current data file is an ASCII file containing results of a
single first-stage screen using the standard system and the test
decontaminants for a particular agent. This file is in the same format as the
historical data file desrribed above. Each record corresponds to a single |
standard or test decontaminant. '

File name: <agent:.CUR where <$gent> is the agent code.

A.1.3 Nominal Parameter Values Files

One file per agent, containing the nominal values for the léthality
rate and the screen-to-screen variability.

File name: <agent>.NOM and <agent>.EST  where agent is the agent code.

Field

Name Columns Description

MUC 1-20 Nominal lethality rate, p..

SIGD2  21-40 Nominal screen-to-screen variance, 052.

A.2 DOCUMENTATION FOR SCREEN PROGRAMS

The foliowing programs perform the analyses in the attached Report
on Lethality Rate Estimation and Testing Procedures. The programs are written
using in the Statistical Analysis System ($°¢) and are designed to run on
Battelle's VAX system. It is assumed that ¢ ogram and data files reside
in the default directory of the analyst. |

To run the programs, log on to the Battelle computing network
requesting a destination of VMSF, and at the VMS prompt (F$), type:

SAS <program name>




followed by a carriage return. Each program produces a file named <program
name>.LIS which contains the analysis results, and a file named <program
name>.L0G which contains the SAS log.

A.2.1 Documentation for “HISTLETH"

Program file: HISTLETH.SAS
This program uses a supplementary file named HISLETHS.SAS

This program computes éstimates of Jethality rate and screen-to-
screen variance using historical data from first-stage screens. The required
input to the program is a file called <agent>.HIS which contains historical
data on the standard system for a particular agent. Output of the program
consists of a printed report and a data file. The printed report includes the
input data, estimates of‘lethélity rate and screen-to-screen variability, and
standard errors for these estimates. The data file is called <agent>.EST
and includes the estimates of lethality rate and screen-to-screen variance.
The format of this file is given in A,1.3.

Prior to running the program, edit HISTLETH.SAS to 1nclude the names
of the .HIS historical data file to be used and the .EST file to be created.

A'Iisting of the HISTLETH program is provided in Section B-1 of
Appendix B. A listing of the HISLETHS file is provided in Section B-2.

A.2.2 Documentation for “COMPARE"

Program file: COMPARE. SAS

This orogram uses supplementary files named CONTAMC.SAS and
CONTAMS . SAS.

This program carries out the statistical test procedures far:
comparing the current behavior of the standard decontaminant with historical
behavior, and for comparing each experimental deccntaminant with the standard
dncontaminant.  Two Jdata files are required as input to the program. The

Pirst as a tile called ~agent>.CUR which contains current test system data

A-3




including standard system and test decontaminant results. The second is
called <agent>.NOM and contains estimates of the nominal historical lethality
rate and screen-to-screen variance. Output of the program consists of a
report and a data file. The printed report contains listings of the raw data
and computed values and significance levels from the test procedures. The
data file is named <agent>.NEWHIS and is an ASCII file containing the current
standard decontamination data. This file can be APPENDed to the historical
data file by the analyst. ' '

Prior to running the program, edit COMPARE.SAS to include the names

of the .CUR current system data file and the .NOM file to be used, and the
.NEWHIS data file to be created.

A listing of the COMPARE program is provided in Section B-3 of
Appendix B8, Listings of the CONTAMC and CONTAMS files are provided in
Sections B-4 and B-5, respectively. ' ‘ ’

A.2.3 Documentation for "CRITX"

Program file: CRITX.SAS
This program uses supplementary files named CRITX.DAT (thch
must be created by the user), CONTAMC.SAS and CONTAMS.SAS.

This program determines the critical values for the test procedure
comparing an experimental decontaminant with the standard decontaminant. The
analysf specifies values of certain parameters and the program produces a
table of critical values for determining when a test decontaminant is no

,better than the standard decontaminant based on the number of lethalities in
the standard and test groups. The six parameters specifigd by the analyst
are:

¢ nhumber of animals receiving the standard decontaminant
ny number of animals receiving the test decontaminant
B long-term lethality rate for the standard decontaminant

€ mixture probability for the random effect §

A-4




750 standard deviation of nominal normal distribution

951 standard deviation of extreme normal distribution

Values for these six parameters should be entered into a one line ASCII file
named CRITX.DAT in the order specified above, with at least one blank space
separating each value. , ' '

The program'produces a file named CRITX.LIS displaying the input
“parameters, and a table of critical values. The critical values are tabulated
for values of xe, the number of lethalities for the standard decoﬁtaminant,
ranging from 0 to n.. This information is also printed on the screen as the
program runs.

' A listing of the CRITX program is provided in Section B-6 of
Appendix B. Listings of the CONTAMC and CONTAMS files are provided in
Sections B-4 and B-5, respectively.
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B-1 PROGRAM LISTING FOR “HISTLETH" ‘




DATA MISTORIC:

5S40 MEEUSASSENNNEINEEIEININIINSETESSNSSANNRNSSUNSISINTNONERNRNSESS
ESSNSSESENNESSASNETIEINENSSNEIIISSSNOSNSINISINEEISRSSINIUNSSERATRNESS
» SUPALY THE NAME OF THE MISTORICAL OATA FILEZ IN THE FOLLOWING .
. INPILE STATEMENT ¢

4NN RSN SN NS AN SR TN SN CSESESEEESONSEASUNESNENSUNRENENISENESNESRRAENO
l.-ll.l...l'll.-l‘..'..-lltll.l‘ll'l..llll..ll'I.Illl.lll.lllli'lll.li;
INPFILE 'GO.MIS‘; :
INPYT USErLAG 1
3 TSEQ $2.
9 AGTCD $3.
#10 DONCD $3.
#14 STRTDATE MMOOYYS.
®24 ODURATION
032 NOCSED
€40 NOEAD:
FORMAT STRTDATE MMOOYYS. :
PROC PRINT:; TITLE 'HMISTORICAL STANDARD DATA’:
-

*  GENERATES WISTORICAL ESTIMATES

-l
DATA ODUMMY:;
SET MISTORIC:
IP(USEFLAG £Q 1);
QPTIONS NOSOQURCE2;
XINCLUDE MISLETHS: , e
DATA MISTEST: . ' i
SET CURREST; ' '
!tl'.l.l.l‘llll!ll.ll.lll."..IIlll.llllIll.l.l....l....ll'll‘ll.l.ll'l
lIl'lll..-I.l.lllll‘ll'...‘.-‘lltlll..ll‘.'-..-ll.l.ll..llll....l'....'
. SUPPALY THE NAME OF THE NOMINAL VALUE FILE IN THE POLLOWING .
. FILE STATEMENT .
llllll.lll.-llll‘ll‘llllll-lt-lllllllll.lltllllIl.tl.llllllll.l'....l.l
ll.ll"l..l..llll.llllll.lI-lllI..l.ll.lllllllll.ll.ll.lllll‘l.'.l.ll-:
FILE 'GD.EST';
PUT $1 PH #21 SIGO2N:
PROC PRINT: TITLE 'HMISTORICAL ESTIMATES':
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DATA CURREST;

INPUT PH STIGO2M;
CARDS :

$ 0.0 °

ARCSIN-SGRT TRANSFORMATION 1S USED TO TRANSFORM THE BINGMIAL
MODEL TO CONSTANT VARIANCE

ITERATION ¢

ATA ITER:
SIT DuMMY;
1P _N_ EQ 1 THEN SET CURREST;
WJsT/7.29/N00SED+SIGO2N) ;
ZJys1/(2%(.28/NOQSTN+$IGO2H)922);
PJ = ARSIN(SQRT(NDEAD/NOQOSED))
$1G2J *(PU-PH )32 -  28/NDOSED:
NUMER1 » WJsPyJ;
NUMER2Z s ZJs$1G2J;
PROC SUMMARY DATAsITER:
VAR NUMER1T NUMER2 Wy ZJ: .
OUTPUT CUT=SUM! SUMsSUMPU SUMSIG2V SUMWY SUMZJ;
DATA CURREST:
SET CURREST;
IF N €Q 1) THEN SET SUM1;

[ - abd- )

pugczh-ﬁgazh

PH 3 SUMPJ/SUMWY;

SEPH s SQRT(1/SUMWJ);

SICO2MeSUMSIQ2J/ SUNZY;

SESIGDIMeSQRT( 1/SUMZJ)

PCPH o 1008 (PH-PPH) /PPH;

PCSIGD2M » 100=(SIGO2H-PSIGO2M)/PSIGO2N;

PUT /PCT CMANGE IN PH 3 ‘ PCPW ', PCY CHANGE IN szmu = / PCSIGDIN;
KEEP PW SEPM SIGD2M SESIGO2M;

o

[« 3 B I BN BN BN BT

ITERATION 2

ATA 1ITER:
SET DUMMY :
IF _N_ EQ 1 THEN SET CURREST;
WJaT/7.28/NOOSED+SIGO2M) ;
2Js1/(2%( . 28/NOOSED+SIGDAH) =2 ;
PJ s ARSIN(SQRT(NOEAD/NOOSED))
S132J *(PU-PN)Is=2 - | 28/NOQSED;
NUMERT = WJsPy; .
NUMER2 = ZJ=S1G2J:
PROC SUMMARY DATASITER;
VAR NUMERY NUMER2 Wy 2ZJ;
CUTPUT OQUTsSUMT SUMsSUMPJ SUMSIGIJ SUMMY SUMIJ:
DATA CURREST; '
SET CURREST:
IF (_N_ EQ 1) THEN SET SUMY;
ppnheoh;
psigainesigain;
PH = SUMPY/SUMWY;
SEPM = SQAT(1/SUMWY) ;
SIG02M=SUMSIG2J/ SUMZY;
SESIGOIMSQRT( 1/SUMZJ);
PCPM o 1008 (PH-PPH) /PPH;
PCSIGO2MH = 100+ (SIGD2H-PSIGD2M)/PSIGO2N:

PUT ‘PCT CHANGE IN PH = ' PCPM ‘. PCT CHANGE IN SIGD2M » ' PCSIGO2M;

KZEP PH SEPHW SIGD2M SESIGD2NM;

ITERATION 3

ATA ITER:

SET OUMMY ;

IF _N_ 2Q 1 THEN SEZT CURREST;
WJs /7. 2%/NOOSED+SIGD2M) ;
ZJs1/(2%(.29/NOOSED+SIGD2IN )52 ;
PJ o ARSIN(SGAT(NDEAD/NODOSED))
SIG2U s(PY-PH)==2 -  25/NOCSED;
MUMERYT & Wysdy;

MUMERZ » 24sS1G24:

PROC SUMMARY DATAs{TER:

VAR NUMERY NUMER2 wu Z.; 8-4




 QUTPUT QUTSSUM1 SUMsSUMPY SUMSIGZY SUMWY SUMZV;
OATA CURREST:
© SET CURREST:
IF (_N_ €Q 1) THEN SET SUMY;
ppheph;
psigaan=sigah;
PH » SUMPJ/SUMWU;
SEPH » son(wsu;::z):
S1GO2M=SUMSIG2Y/ J:
SPSIGO2HeSQRT( 1/SUMZJ) ;
PCPM = 1008 (PH=PPM) /PPN ;
PCSIGOIN » 100 (91GOZM-PSIGO2M)/PSIGO2M:
PUT 'PCT CHANGT IN M4 = ' PCPM /. PCT CHANGE IN SIGO2M = ‘ PCSIGDIM;
KEEP PH SEPH SI SESIGO2N; '

ITERATION 4

[« 2% BN BN RX

ATA ITER:
SET OUMMY ;
IF _N_ EQ 1 THEN SET CURREST;
Wys1/(.29/NOOSED+SIGOIM) ;
Zue1/(2e(.29/NODSED+SIGO2M ) 0e2);
Py » ARSIN(SQRT(NOEZAD/NOCSED)) ;
$1G2J s(Py-PH)sad - . 23/NDOSED:
NUMERT » WJysPY;
NUMER2 » 2J*S1G2J;
PROC SUMMARY OATASITER;
VAR NUMERT NUMERZ Wy 2J:
OUTPUT OUT*SUM1 SUMsSUMPY SUMSIG2Y SUMWY SUMZJ;
DATA CURREST:
SIT CURREST;
IF (_N_ EQ 1) THEN SET SuMY;
pRheph;
psiguanesigalh;
PM s SUMPU/SUMWY.
SEPH » SQRT( 1/SUNWJ):
SIGD2M=SUMSI1G2J/ SUM2J;
SESIGOZMaSQRT( 1/$UMZJ) ;
PCPH = 1008 PH=PAH) /PPN
PCSIGDIM = 1009 ( SIGD2H-PSIGD2M)/PSIGD2M:
PUT 'PCT CHANGE IN PH = /' PCPM ' PCT CHANGE IN SIGD2M » ‘' PCSIGO2NM:
KEEP PW SEPH SIGO2M SESIGO2N; ,

ITERATION S

ATA ITER:

SET DUMMY;

IF _N_ EQ 1 THEN SET CURREST;
Wys1/(.29/NOOSED4SIGDIN) ;
ZJs1/(2(.29/NOOSED+SIGO2IM ) e32);

PJ = ARSIN( SQAT(NOZAD/NOGSED)) ;

SIG2J =(PY-PH)Is=3 -  29/NOGSED;

NUMER1 * WysPy; |

NUMER2 » ZJ=$1Q2J;
PROC SUMMARY DATASITER;

VAR MUMER1 NUMERZ WJ 2J:

QUTPUT QUTsSUM? SUMSSUKPY & MSIG2J SUMWY SUM2J:
DATA CURREST:
SET CURREST;
IF (_N_ £Q 1) THEN SET SUMY;
penheph; ‘
psigainesigi2h;
PH = SUMPY/ SUMWY
SEPM o SQRT( 1/SUMWJ);
SIGD2HeSUMSIG2J/SUMZY;
SESIGOIHSART( 1/5UMZJ) ;
PCPH = 1002 (PH-PPM) /PPN
PCSIGDIN » 1003 (SIGDIM-PSIGO2M) /PSIGD2H:
PUT 'PCT CHANGE IN FH s ' PCPM /. PCT CHANGE IN SIGD2M » ' PCSIGD2NM:
KEEP PM SEPM 3SIGD2H SESIGO2M:

= ITERATION O '

[« I I W R

-

DATA ITER:
SET DUMMY; 1
IF _N_ EQ 1 THEN SET CURREST:
WuaT/T.28/NDO3ED+SIGOZH) ; 8-5




ZJs1/(29( . 29/NOCSED+SIGO2N) =) ;
PJ s ARSIN( SQART(NOEAD/NOOSED))
S1G3J 2 PY-PH)s=2 - | 285/NOCSED:
NUMERT = WJaPy:
NUMERZ * 2J*S$1G2J;
PROC SUMMARY OATA=LTER;
VAR NUMER?Y NUMER2 Wy ZJ;
QUTPUT OUTsSUMY SUMsSSLUMPY SUMSIG2JY SUMWY SUMZJ;
DATA CURREST;
SET CURREST:
IP (_N_ EQ 1) THEN SET SUM1:

ppheph;

psigaanesigdaln;

PH s SUMPY/SUMWJ:

SEPM = SQRT(1/SUMWM) ;

SIG0IMeSUNSIG2J/ SUMZY;

SESIGO2HsSQRT( 1/SUMZJ) ;

PCPH = 1008 (PH-PPM)/PPH;

PCSIGO2M » 1008 ($IGO2M-PSIGO2H) /PSIGD2IM:

PUT ‘PCT CHANGE IN PHM = ¢ PCPM /. PCT CHANGE IN SIGO2M » PCSIGO2N;
KEEP P SEPH SIGO2M SESIGO2M;

ITERATION 7.

ATA ITER:
SET OUMMY ;
TP _N_ EQ 1 THEN SET CURREST:
Wus1/(.28/NOCSED+$1GO2H) ;
2Jde1/(2%(.23/NOGSED+SIGO2M ) 582);
PJ & ARSIN(SGAT(NOECAD/NOQSED))
$1G2J s(PU-PH)es2 - .23/NOOSEC;
NUMERT o WuysPy:
NUMERZ = ZJ=SIG2V;
PROC SUMMARY OATA=ITER:
VAR NUMER1 NUMER2Z Wy 2J; :
QUTPUT OUTESUMY SUNsSUMPY SUMSIG2J SUMWJ SUMZJ:
DATA CURREST:
SET CURREST:
IP (_N_ £Q 1) THEN SET SUM1:
pph=ph;
psigaanesigalah;
P SUNPU/SUMWY:
SEPM s SQAT( 1/SUMWY);
S1GD2MeSUMSIG2U/ SUMZJ;
SESIGO2MaSQRT( 1/SUMZY ) ;
PCPH = 1008 (PH=-PPM) /PPN
PCSIGO2IM » 100e(SIGDIN-PSIGOIM) /PSIGOZN;
PUT 'PCT CHANGE IN PM s ‘' PCPH '. PCT CHANGE IN SIGD2W » ‘ PCSIGDIM;
KEEP PH SEPH SIGDAM SESIGDIM: : :

s TRANSFORM BACK TO ORIGINAL UNITS

O e s a--

L ]

DATA CURREST:
SET CURREST;
SEPM o 293IN(PM)=COS(PH)»SEPH;
PH s SIN(PH)s=Q;







DATA MIST;

‘SESSUSSSNANARANSARIATINGENSRUESSSRUNGUPANSENNISSPSERRRScRRUsSEENOVETORSN
SSNESSSSNSONENERNSUNSNESAENIESESEREONSORNSRETSREnS TS SENSETUESEESSAEN
. SUPPLY THE NAMER OF THE NOMINAL VALUE PILE IN THE FPOLLOWING .
. INFILE STATEMENT .

CHSSENERESNSS SN ESItIN NSRS NUEEUESANERNSSNSESaEENNESassasTOSEREeS
lll.‘....'..-l.Il.Il.l.lll".-..I.Ill-..l..'II.......'.I-.'l-....l.-‘l:

INFILE ‘GO.NOM';

INWUT  MUC $1GD2;
OATA STDDATA TESTDATA:
SESUESEUNIIERANS NGRS SINNSESTNIRIGETARESEAISENANESOS OIS NANESOORReNSOeS
RN RASNSUIESESRENASUSSNROSEEeNUEINENUNSSENSEERNUENSteNGsSSEESsNOOSRNSRER
. SUPPLY THE NAME OF THE CURRENT DATA FILR IN THE FOLLOWING .
. . INFILE STATEMENT .
I9SSSSSEISISSNASSAESENSEINNNNSESESEENNISNSQSESESNERESNIN0COANENEIEOERRNN
'.l..l--..ll.........l'.........l.-l.ll.l.'.l‘l..l..-l....'--I.-.'l.l.;
INFILE 'GD.CUR’:
INSUT userLag 1
3 TS 32,
8 AGTCO $3.
€10 DENCD 33,
®14 STRTDATE MMOOYYS.
#24 OURATION
#32 NOOSED
' #40 NOEAD:
FORMAT STRTDATEZ MMOOYYS. :
IF (DCNCD EQ ‘STD’) TWEN 00:

QUTPUT STOOATA;
.-.....-...-...I-‘I.....l..-lIll..llI---.-I'-..‘I.'-.lll.ll..'.-‘.l..--
SEE SN SN EENSASSSIESESESUINSSNEIAESSEU NS USITLETNSNEESENENNNENAUNOSNENSEEeS
. SUPPLY THE NAME OF THE CURRENT STANOARD DATA PILE IN THE .
. FOLLOWING FILE STATEMENT . .
TN REN SN NN SN SO S SR R AN USSR SUR OSSN NESN USSR IUNENESISNESASUNRENaNsaENSSeSn
-.-........,-..l--.'l.l.l.....Il-...‘.I..-.‘-.‘..I.'-“.-'l.....-.--.‘

FILE 'GO.NEWWIS': .

PuT USEIFLAG 1

3 Tseq $2.

28  AGTCD $3.

#10 OCNGD $3.

$14 STRTDATE MMOOYYS.
924 DURATION 7.

32 NOOSED 7.

#40 NOEAD 7.

ENO;

ELSE QUTPUT TESTDATA:
PROC PRINT DATAsSTOOATA: TITLE ‘CURRENT STANCARD DATA’;

* COMPARE WISTORIC & CURRENT LETHALITY RATE ( STANGARD OATA )
.

DATA COMPARE;
MERGE HIST STOOATA:
PCINDEAD/NOJSED:
RCSTAR * ARSIN(SQRT(PC)): .
MUCSTAR = ARSIN(SQRT(MUC)):
Z19(RCSTAR-MUCSTAR ) /SQRT( . 23/NOOSED + $1G02):
CSL22+PROSNOWM( - 1+ABS(21)):
KEEP PC MUC SIGD2 21 OSL;

PROC PRINT NOGSS: _
TITLE ‘COMPARE CURRENT STANCARD TO WISTORICAL LETHALITY RATE’:
TITLE2 ‘RATES ARE SIGNIFICANTLY DIFFERENT 1F OSL 1S LESS THAN 0.08°:

OATA CURSTD:

MERGE STBOATA WIST;
XC = NOEAD;
NG * NOCSED:
$1G0D02°$1G02; ‘
KEEP XC NC MUS SIGDOZ:
DATA CURTEST;
SET TESTDATA;
XT = NOEAD:
NT s NOOSED:
KEEZP XT NT DONCD:
CATA QUMY :
SET CURTEST;
I N 2Q 1 THEN SET CURSTD;
SINCLUDE CONTAMC
DATA PINAL;
MERGE TESTOATA CRITICAL: 8Y OONCD:

PROC PRINT OATASPINAL:

TITLE 'CURRENT TEST DATA. CAITICAL NUMBER ANO OSL’:
TITLE2 'TEST CECON FAILS IF NOEAD IS GREATER THAN CRITNUN'
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CATA ITER TEMPPRNT;
SET OusNY ;

UCLUO( NOMINAL VALUES

"tps » 0.10;
$1GD0 = SMT(S!G&!)
$IG0t = 0.4;

COMPUTE CONSTANTS

PT = IsARSIN(Y.0);

MUCITAR s ARSIN(SGRT(MUC)):

$1GC2 » .2%/MC;

$IGT2 » .28/NT; ' : . !

$I1G002 » $1G0DQ»=3; :

$ICD12 » $1GD1s02; i

WO s $IGDO2 / (3IGDO2 + $1GC2);

Wi s $1G012 / (SI1GD12 + $13C2);

RC = XC/264;

RCSTAR = ARSIN(SQRT(RC));

R le(-(lCS‘rll MUCSTAR)==2/(2e($1GC2+81G312)))
/SQRT(2+P1s($1QC2+82GD12)) / .

(EXP( = (RCSTAR-MUCSTAR)vu2/(2¢(SIGC2+82G0.2)))

/SQRT (2Pl (SIGC2+81GD02)));

EPSTAR = EPSsR/(1-EPS+EPSaN);

COWT! OSL FOR OSSERVED TEST DATA, xT

IT’STM . ARSIN( SQRT(XT/NT));

20 = (ARTSTAR - (HJCSTMOUO-(RCSTAl-WCSTM) )1/SQRT($1GT2+w0s$21GC2 ) ;
21 o (RTSTAR < (MUCSTAR+W1e(RCSTAR-MUCSTAR) ) )/SQRT(SIGT2+w1282GC2);
FXQSL ¢ (1-EPSTAR) » PROBNORM{ZO) + UEPSTAR s PROBNORM(Z1):

COMPUTE INITIAL GUESS

KNEW & MUCSTAR + (1-EPSTAR)swOs( RCSTAR-MUCSTAR)
* EPSTARSW e ACSTAR-MUCSTAR) +
1.8486( (1-EPSTAR)=SQAT(SIGTI+wOsSIGCT) o
SPSTARSSORT(SIGTI+W1e$1GC2) );
1P _N_ EQ 1 THEN OUTPUT TEMPPANT:
outhu¥ tren:
PROC PRINT DATAsTEMPSRNT NOOSS;
TITLE 'PARAMETERS FOR CONTAMINATED NURMAL OISTRISUTION;
VAR £PS MUC SIGDO SIGD1 WO W1;
%INCLUDE CONTAMS:
OPTIONS NOSOURCEZ;
%INCLUDE CONTAMS .
XINCLUDE CONTAMS:
NINCLUDE CONTAMS:
OATA CRITICAL;
SET ITER;
IF(KNEW LT O) THEN KNEW=O;
ELSE IF(KNEW QT P1/2) THEN KNEW * P1/32;
CRITK & SIN(KNEW)we2; :
CRITMUM s CEIL(NT = CRITK):
OsL»1.0 - FxosL;
"PUT SIGDOe SIGO1e EPSs NC3 NTs XC» CRITNUMS OSLs:
KEEP OCMCD CRITNUM OSL; L
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DATA ITER:
SET ITER:
KOLO = KNEW:
20 * (KQLD - (MUCSTAR+wWOs(RCSTAR-MUCSTAR)))/SQRT(SIGT2+w0*81GC2): |
Z1 *» (KOLD - (MUCSTAR+W1s({RCSTAR-MUCSTAR) ) )/SQRTISIGT2+w1931GC2);
FX = (1-EPSTAR) o PROBNORM(ZO) + EPSTAR = PROBNCAM(Z1) - 0.98;
FPX s (1-EPSTAR) = -
EXP(-Z0=%2/2)/SQRT(29PT2(SIQT2+WO*SIGC2))
EPSTAR =
EXP(-Z1922/2)/SQRT(2¢P2e(3IGT2+W1381GC2));
KNEW = KOLD - PX/FPX; :
POIFF * 100s(KNEW-KOLD)/KOLD; ‘
PUT 'XC » ' XC 'KNEW = / NEW ‘ KOLD = ’ KOLD ’ POLIFF = / POIPF;
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OATA ITER:
INFILE ‘CRITX.DAT’:
INPUT NC NT MUC EPS S1GDO $1GO1;
PILE ‘SYSSOUTBUT';
PUT _ALL_s:
-

s COMPUTE CONSTANTS
.
P = 2¢ARSIN(1.0);
MUCSTAR * ARSIN(SQRT(MUC)):
. $1GC2 = .25/NGC;
SI1GT2 = .23/NT:
$1GD02 » S1GDQ#*2;
SIGD12 = $1GD1*s2;
WO s $IGDO2 / (SIGDO2 + S$1GC2);
W1 = S$1GD12 / (SI1GD12 + $1GC2):
00 XC « 0 TO 24;
RC = XC/NC;
RCSTAR = ARSIN(SQRT(RC)):
R s EXP(~(RCSTAR-MUCSTAR)==22/(2=($1GC2+31G012))
/SQRT(2=PT+(S1GC2+SIGD12)) /
(EXP( - (RCSTAR-MUCSTAR)+=2/(2+(S1GC2+$1GDO2))
/SQRT(2*P1+($1GC2+81G002)));
" EPSTAR o EPSsR/(1-EPS+EPSaR);

comm INITIAL GUESS

KN!V * MUCSTAR + (1-EPSTAR)sWOs(RCSTAR-MUCSTAR)
¢ EPSTARsW1s(RCSTAR-MUCSTAR) »

)
)

1.848s( (1-EPSTAR)»3QRT(SIGT2+W02SIGC2) »

CPSTARSSQRT(SIGT2+W1+81GCT)
QUTPUT; :
END;
%INCLUOE CONTMS
OPTIONS msounczz
SINCLUDE CONTAMS;
%INCLUDE CONTAMS;
XINCLUDE CONTAMS; .
DATA; '
SET ITER;
IF(KNEW LT O) THEN KNEVWs0:
ELSE IP(KNEW GT Pl/2) THEN KNEW = pPL/2;
CRITK = SIN(KNEW)»=2;
CRITX a CEIL(NT = CRITK):
FILE 'SYSSOUTPUT’;
PUT XCs CRITXs ;
PROC PRINT;
VAR NC NT MUC £PS SIGDO SIGDT XC CRITX:
TITLE 'INPUT PARAMETIRS AND CRITICAL VALUZS FOR

[N




